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Introduction to the
StorageGRID System

An overview of grid features, components, and
configuration

Introduction

This guide is written for users and system administrators who are new
to the StorageGRID system. It is also for grid operators whose main
function is to monitor the StorageGRID system on a day-to-day basis,
in particular operators who log in to the NMS Management Interface
(MI) using user-level permissions.

The NetApp StorageGRID System

The NetApp StorageGRID (StorageGRID) system is a storage manage-
ment solution that stores, protects, and preserves fixed-content over
long periods of time (tens of years). Through the use of sophisticated
Information Lifecycle Management (ILM) rules, when client applica-
tions store objects to the grid they are securely stored and replicated to
protect from loss. Wide Area Network (WAN) links extend the Stor-
ageGRID system, enabling off-site replication of content for business
continuity and increased content availability. In systems with multiple
sites, this replication means that if one site is lost, data is not lost, and
clients are still able to seamlessly retrieve data from copies stored at
other sites.

The StorageGRID system employs a grid architecture of intercon-
nected servers. This grid architecture enables object replication and
data protection across multiple servers or sites, while creating a con-
tinuously available and highly reliable system. If one part of the grid
goes down another takes over.

NetApp StorageGRID 7
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Figure 1: Storage Management System for Massive Volumes of
Fixed-Content Data

Storage

The StorageGRID system:

employs standardized network file system protocols (NFS & CIFS)
to exchange data with external systems, viewing workstations, and
modalities

relies on open standards for interoperability with external systems
and is installed on Linux based servers

addresses hardware obsolescence via transparent migration of
data from previous to current generations of hardware

leverages policy driven tiered storage to reduce overall storage
costs

virtualizes storage across sites and tiers, insulating applications
from changes to underlying storage infrastructure

monitors and verifies data integrity proactively as data is stored,
replicated, and retrieved

The StorageGRID system’s linked servers each host at least one grid
node. A grid node is a collection of one or more grid services. A grid
service is a software module providing a set of capabilities to the Stor-
ageGRID system. Each grid node within the StorageGRID system can
be upgraded, decommissioned, replaced, or temporarily disconnected
without disruption to client applications.

NetApp StorageGRID
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Deployment Topologies

The deployments
described below are
simplified examples
and do not neces-
sarily represent a
complete grid
deployment.

Data Center

NetApp StorageGRID
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The StorageGRID system can be deployed in a number of topology
configurations, including the following common configurations:

Data Center

Data Center + Disaster Recovery

Data Center + Disaster Recovery and Satellites
Federated

NOTE Any topology configuration can also include an Archive Node that

manages storage of data to a nearline system.

Figure 2: Data Center Deployment

In a Data Center (DC) deployment, the infrastructure and operations
of the StorageGRID system are centralized in a single site. There is no
off-site Disaster Recovery facility.

The following is an example of a DC deployment that includes an
Archive Node to manage the storage of data to a nearline system.
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Nearline
Storage

Figure 3: Data Center + Archive Deployment

Data Center + Disaster Recovery

S
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Grid Nodes II
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Figure 4: Data Center + Disaster Recovery Deployment

In a Data Center + Disaster Recovery (DC + DR) deployment, the infra-
structure is consolidated at the DC site and replicated to the DR site.
Generally, the DR site is located in a geographically different location
than the DC site.

10 NetApp StorageGRID
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Data Center + Disaster Recovery and Satellites
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Figure 5: Data Center + Disaster Recovery and Satellites Deployment

__Disaster Recovery
Site

Grid Nodes II

A Data Center + Disaster Recovery and Satellites (DC + DR and Satel-
lites) deployment is a type of distributed topology. Individual facilities
host a limited amount of local hardware and data is aggregated from
all facilities into a centralized DC site. If Satellite sites are designed to
support “islanded” operation, data can be ingested and retrieved from
the Satellite site while this site is disconnected from the rest of the grid.
A DC + DR and Satellites deployment enables fast local access, consol-
idated operations, and off-site disaster recovery in a network efficient
manner.

NetApp StorageGRID 11
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Federated

Grid Nodes

—Site A —Site B —Site C———————

Grid Nodes II

_

_——

Storage

A

Figure 6: Federated Deployment

A Federated deployment is a “fully distributed” topology, that is, com-
pletely decentralized with hardware infrastructure being distributed
amongst all facilities. Data sharing and disaster recovery is achieved in
a peer-to-peer manner by automatically distributing data to other sites.
There is no DC site and one site acts as the Disaster Recovery site for
another site.

12

The basic building blocks of a StorageGRID system are grid nodes. A

grid node consists of one or more grid services running on a server. A
grid service is a software component that performs a specific function.
For more information on grid services, see “Grid Services” on page 15.

The basic grid node types are:

* Gateway Node — provides the interface to the grid through which
applications, or clients, communicate with the grid

* Storage Node —manages data storage on spinning disks
* Control Node — stores and manages content metadata

* Admin Node — provides grid management services such as grid
monitoring, logging, and grid configuration

NetApp StorageGRID
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* Archive Node — for environments where content is also stored on
archive media, provides an interface to the middleware that
manages the archive media storage device such as a tape library

Figure 7 below displays how grid nodes and services are commonly
arranged within the grid.

A

Client

HTTP CIFS/NFS

Gateway Node

Messaging Framework

()

FSG Service
Client
connectivity

CLB Service
Switchboard

A
Storage Node

7y
HTTP

~—
Spinning |«
disks

LDR Service
Data storage

R

Admin Node
NMS Service || AMS Service || CMN Service
Attributes Audit logs Grid
monitoring configuration
Control Node
CMS Service || ADC Service
Metadata Authentication
management
Archive Node
ARC Service Vendor- .
Middleware | «—» supplied Archive
interface middleware oo

Figure 7: Common StorageGRID System Deployment

Table 1 lists the grid nodes and what grid services they host.

Table 1: Grid Nodes

Grid Node Function Grid Services Notes
Admin Node Grid management ~ NMS The Admin Node provides tools for
CMN grid administration. For purposes of
redundancy, grids can have more than
AMS one Admin Node. The primary
SSM Admin Node hosts the CMN service.

(a grid only has one CMN service).

The optional High Capacity Admin
Cluster (HCAC) allows the NMS
service to support a greater number of
grid nodes. The HCAC is made up of
a reporting Admin Node and a pro-
cessing Admin Node. The reporting
Admin Node hosts the CMN service
and is thus the primary Admin Node.

For large grids, a separate Audit Node
can be included that hosts the AMS
service. In this case, the Admin Node
does not host the AMS service.

NetApp StorageGRID
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Table 1: Grid Nodes (cont.)

Grid Node

Function

Grid Services

Notes

API
Gateway Node

Client connectivity
via StorageGRID
API applications

CLB
SSM

The API Gateway Node provides
read-write access to the grid for
external StorageGRID API and CDMI
applications. API Gateway Nodes do
not support NFS and CIFS applica-
tions. An API Gateway Node includes
only a CLB service; it does not include
an FSG service and is therefore not
part of a replication group.

Archive Node

Data storage on
archive media

ARC
SSM

The Archive Node manages storage of
data to nearline (neither “online” —
instantly available — nor “offline”)
data storage devices such as tape
libraries (via IBM Tivoli® Storage
Manager)

Audit Node

Auditing of system
events

AMS
SSM

The Audit Node logs all audit system
events to a text file. Authorization is
required to access audit log files.

This is an optional node for large grids
and is designed to host the AMS
service on a separate server.

Control Node

Content
management

CMS
ADC
SSM

The Control Node manages content
metadata and content replication.
Each grid has at least two

Control Nodes for redundancy of
metadata storage.

Note that best practices suggest that a
grid should have at least three
Control Nodes.

Gateway Node

Client connectivity

CLB
FSG
SSM

The Gateway Node provides an inter-
face between client applications and
the grid. Each grid must have at least
two Gateway Nodes for redundancy.
Depending on what client services are
required, a Gateway Node may
include an FSG service (for CIFS/
NEFS), a CLB service (for HTTP), or
both.

Storage Node

Data storage on
spinning disks

LDR
SSM

The Storage Node manages data
storage on spinning disks. Each grid
must have at least two Storage Nodes
for redundancy.

14
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Grid Services

A grid service is a software module providing a set of capabilities to
the StorageGRID system. For an explanation of how these grid services
work together during object ingest, retrieval and delete, see Chapter 3:

“Data Flow”.

Table 2: Grid Services

Acronym Name Description Grid Node
ADC Administrative Maintains topology information and  Control Node
-a) ADc Domain Controller provides authentication services.
e Synchronization
L Events
Li:. Resources
a Timing
AMS Audit Management Keeps logs of grid activity and Admin Node
SRC S System events. (reporting in
L Events
Eu:. Resources HCAC)
5 @ Timing — Or —
Audit Node
ARC Archive Communicates with archiving mid- Archive Node
- e dleware to store and retrieve data to
o and from archive media.
E Stare
E Retrigve
Micldllesware
L Events
Li:. Resources
a Timing
CLB Connection Load Acts as switchboard for connecting Gateway Node
E-4QICIE Balancer remote entities to the most efficient Cor—
» :TT; LDR. Primary connection point for
£ e remote entities using the HTTP API
@ Tining protocol. Gateway Node
CMN Configuration Manages grid-wide configurations: Primary
G- e Management Node connection profiles, FSG replication =~ Admin Node
g EZ;Lafzzkup groups, grid tasks, and grid options.  (reporting in
B0 Identifiers HCAC)
L Events
Li:. Resources
a Timing

NetApp StorageGRID
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Table 2: Grid Services (cont.)

Acronym Name Description Grid Node
CMS Content Keeps track of what data is stored on ~ Control Node
G- @ oMs Management System  the grid. Stores content metadata and
Cantent manages content replication based
Metackata
il Tesks on ILM rules.
L. Database
s Synchronization
L Events
L":. Resources
) Timing
File System Gateway  Allows connections to the grid viaa  Gateway Node
standard file system (NFS or CIFS).
LDR Local Distribution Stores, moves, verifies, and retrieves  Storage Node
E-WILDR Router object data stored on disks.
Storage
Verification
## Replication
i comi
P HTTP
£ Events
Li:. Resources
a Timing
NMS Network Provides a window into the grid. Admin Node
- A s Management System  Used to monitor grid status and to (both reporting
g Eﬂ‘ﬂ:“ configure the grid. Large grids may and processing in
Yy Resources be configured with an HCAC to an HCACQ)
@ Timing increase the grid’s grid services and

T3 Interface Engine

thus grid node capacity.

Server Status
Monitor

Monitors hardware performance
such as key operating system metrics
and network metrics. The current
operating system installed on the
node is listed (SSM P Services).

Present on all
nodes

16
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Grid Options

The StorageGRID system may include a number of options that effect
how the grid operates. The following table lists the key options that
may be deployed with a StorageGRID system. For detailed informa-
tion regarding options, see the Administrator Guide.

Table 3: StorageGRID Options

Option

Description

Audit

Provides user access to the audit logs which contain a complete record of
grid activity.

Compression

Compresses objects saved to the grid, reducing file size by roughly 50% for
content that is not already in a compressed format.

High Capacity
Admin Cluster

Increases the grid’s grid services and thus grid node capacity by configuring
the grid with a reporting Admin Node and a processing Admin Node.

Deduplication

Deletes unnecessary identical copies of an object from the grid. Deduplica-
tion is unavailable on a grid configured with metadata replication. If
deduplication is enabled, metadata synchronization must be used.

NOTE Deduplication and metadata synchronization are deprecated and no
longer supported.

Deletion Prevents clients from deleting any content that has been stored to the grid.
protection
Metadata Content metadata is synchronized among all CMSs in the grid. After a

synchronization

capacity expansion, metadata is synchronized among all CMSs of the same
generation. Required in grids that use deduplication. All other grids use
metadata replication.

NOTE Deduplication and metadata synchronization are deprecated and no
longer supported.

Encryption

Enables encrypted storage of all ingested data. Content is encrypted during
ingest and objects are stored in an encrypted form so that if a server is com-
promised no data can be retrieved in any readable form.

Note that once enabled, encryption cannot be disabled.

Parallel loading

Enables Gateway Nodes to preload in their cache all the files in a directory
upon an initial file request. This enhances performance for systems that
store related files in a single directory.

NetApp StorageGRID
215-06989_ A0
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Table 3: StorageGRID Options (cont.)

Option Description

Secondary Enables caching on all Gateway Nodes in the Gateway Node replication

preloading group as files are ingested or retrieved to speed access via the secondary
Gateway Node.

Security Provides the ability to restrict access to content such that HTTP clients and

partitions FGS replication groups only have access to their own data. For more infor-

mation, see the StorageGRID API Reference.

Grid Configuration Information

SAID Package

The Software Activation and Integration Data (SAID) package
contains customer-specific files and software needed to install,
expand, perform maintenance on, or upgrade a grid. The SAID
package contains grid specific configuration and integration informa-
tion including server hostnames and IP addresses. It is generated
during the provisioning phase of installation and saved to the Provi-
sioning USB flash drive. For more information, see the Installation
Guide.

NOTE The SAID package contains highly confidential passwords and
encryption keys needed during system maintenance, updates, and
expansion. Only trained and authorized service personnel should
have access to the SAID package. Store the SAID package in a
secure location.

Grid Configuration HTML Pages

The SAID package includes a \Doc directory that contains html pages
documenting the configuration of the grid. Click the index.html file to
open these grid configuration web pages.

NOTE You must use Microsoft’s Internet Explorer web browser to access
these html pages.

18 NetApp StorageGRID
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Grid Services \ Network Groups Storage NTP Archives

Print Pacge
Grid Wide Settings
Grid ID: 600101
Grid Description Regional Archive
Software Suite Version: 90.0
Senvice Pack Required: none
ILM Rules: libcfg-replication.so
Metadata Replication: disabled
Grid Options:
DICOM: disabled
Servers Summary
Hostname Grid IP SSH Access Services Node ID Hardware Spec
{fRegional Archive/DC/
S5 16838534
ths-dec-cnl 172.31.26.103 = ChS 13520866 ibm-x346
ADC 11736543
SEM 18604759
the-dec-rgl-gn1 172.31.26.101 CLE 17607574 ibm-%346
FSG 20922709
SEM 18522424
ths-dec-rg1-gn2 172.31.26.102 CLB 17849408 ibm-%346
FSG 20311234
SEM 16911759
ths-de-snl 172.31 26105 DR 12553050 ibm-%336-storage
{/Regional Archive/DR/
SEM 16054186
o NS 14751903 .
the-dr-an1 172.31.26.200 AMS 15337528 ibm-%336
ChiM 18647335

Figure 8: Grid Configuration HTML Pages

Passwords

Passwords used to access the grid can be found in the Passwords.txt
file.

Server Consoles

During regular day-to-day operations, you do not need to access the
StorageGRID system’s server consoles. However, occasionally, you
may be required to run commands directly from the server console in
order to troubleshoot problems or execute maintenance procedures.

Command Shell Access

Occasionally, you may be asked to run commands directly from a
command shell on the server console.

NetApp StorageGRID 19
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Log In

* At the server, access a command shell and log in as root using the
password listed in the Passwords.txt file.

Log Out

1. Close the current command shell session. Enter: exit

2. DPress <Alt>+<F7> to return to the Server Manager GUIL

Server Manager

Each server in a StorageGRID system runs the Server Manager appli-
cation. Server Manager is used to supervise the starting and stopping
of services on the server, ensuring services gracefully join and leave
the grid. Server Manager also monitors services on the server and
attempts to restart any that report errors.

Header —3| " StorageGRID® Running
NetApp ole

Operating System Keme 261660
Operating System Emvirorment SLES.10 503

Services e e
List ——3 ==

Local Distrib
Server Status Maritor (S5M) 4160

Controls System Infarmation

Control N T e Server
BUttonS Pastart | shutdown lr“—'ﬂ:d-::'.es f':x' 681309 Identlflcatlon
Use tab to select the button, and enter to actvate & < Prompt L|ne

Figure 9: Server Manager

The body of the display is the list of services being monitored by the
Server Manager on this server.

For more information on Server Manager, see the Administrator Guide.

20
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Related Documentation

Table 4 below lists the documents that are part of the current Stor-
ageGRID documentation set.

Table 4: StorageGRID Documentation Set

Document

Notes

Administrator Guide

Contains procedures to customize alarms, set up

e-mail notifications, configure grid options, configure the network, set
up client shares, run grid tasks, configure ILM policies, and use Server
Manager. Also contains background information on grid services.

Audit Message Reference

Describes how to access the AMS log files and interpret common audit
messages.

CDMI Reference

Describes StorageGRID specific integration aspects of CDMI used to
enable the development of custom applications that integrate with a
StorageGRID system.

Documentation Map

Provides guidance as to where to information about the StorageGRID
system.

Expansion Guide

Describes how to expand the grid. Includes procedures to add servers,
to refresh server hardware, to convert to an HCAC, and to convert a
Basic Gateway replication group to a High Availability Gateway repli-
cation group.

Grid Designer User Guide

Describes how to use Grid Designer to design and deploy a grid.

Grid Primer

Provides an introduction to the StorageGRID system and describes
how to monitor operations using the web based NMS ML

Installation Guide

Describes the procedures to install a new grid.

Maintenance Guide

Contains procedures to replace failed nodes, fail over Gateway Nodes,
verify the integrity of stored data, operate in the absence of the CMN
service, recover data, and decommission Storage Nodes.

Release Notes

Provides important details related to late changes and known issues
that were not captured in product documentation.

StorageGRID API
Reference

Describes the HTTP Application Programming Interface (API) to
enable the development of custom applications that integrate with a
StorageGRID system.

Troubleshooting Guide

Provides information and troubleshooting procedures to resolve
problems that may occur with the StorageGRID system.

Upgrade Guide

Describes how to update to StorageGRID 9.0. Includes a description of
new and improved features.

NetApp StorageGRID
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NMS Management
Interface

How to use the NMS Management Interface: logging in
and out, navigating, monitoring alarms, and creating

reports

Overview

This chapter contains an overview of the browser-based NMS Man-

agement Interface (MI) that you use to monitor the grid. The chapter
explains how to log in and out, describes the interface elements, and
contains procedures to configure your account, monitor alarms, and
create reports.

NMS MI Connection Procedure

Access the NMS MI requires a supported web browser with grid
access to a known address defined by your system administrator. You
must have user name and password to access the system. Each system
user is assigned a user name and password when first introduced to
the NMS MI.

NOTE Cookies must be enabled

Log In

1. Launch a supported web browser.

2. In the browser’s address bar, enter the IP address of the
Admin Node. For example: https://199.168.101.108

The NMS MI Login window opens.

NetApp StorageGRID
215-06989_A0
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" StorageGRID®

Network Management System

NetApp

Gofurther, faster

uaemamel |

password |

Figure 10: NMS MI Login Window
If you are prompted with a security alert, do one of the following:

¢ Proceed with this session. The alert will appear again the next
time you access this URL.

* View and install the certificate using the browser’s installation
wizard. The result being that you no longer receive the alert.

For more information, see “Security Certificate” on page 25.

Enter your username and password and click log in. Note that both
the username and password are case-sensitive.

The NMS MI appears.

ﬂ NetApp® StorageGRID®

42, Current User: Bob Smith (Vendor) System Status /

@) Updsted: 2011-08-27 12:18:46 POT Logout

& Grid Management

3 Account Management
—&’ FSG Management
-h’ HTTP Management
(=" Grid Configuration

& 1M Management

& NS Management

®  Grid Topology

WP Reference - TC20

Overview |  Alarms Reparts.

Configuration

hsin

%, Overview: Summary - Site A
Updated: 2007-01-10 10:01:05 PST

Storage Capacity

Storage Nodes Installed: 2 @
Storage Nodes Readable: 2 E
E-disisa smrage Nodes Wiritable: 7 g
-4 17086 =
.ﬂ' Ssm Installed Storage Capacity’ 38.7GB =]
-9 a0c Used Storage Capacity: 366 MB =]
75 s Usable Storage Cap_amty 38.3GB =]
‘ - Free Storage Capacity 383GB =]
—. ChiS Percentage Storage Capacity Used 0.946 % 5
,’ Chinl Percentage Usable Storage Capacity: 99.055 % B
_‘, FsG Percentage Free Storage Capacity 99.055 % 3
-' LDR
-l NMS Metadata Capacity
HL i Caontrol Nodes Installed 2 B
Control Nodes Readable 2 B
Control Nades Writable 2 i |
Installed Metadata Capacity: 36.5 GB 3
Used Metadata Capacity: 819 MB B8
Available Metadata Capacity: 357 GB 3

Figure 11: NMS Management Interface
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Security Certificate

Depending on your version of Windows and web browser, you may be
warned of a problem with the security certificate when you access the
NMS MI URL or pop-up window.

e
'@ There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.
The security certificate presented by this website was issued for a different website's address.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
Server,

We recommend that you close this webpage and do not continue to this website.
® Click here to close this webpage.
'&3‘ Continue to this website (not recommended).

& More information

Figure 12: Example of a Security Alert Window

If this appears, you can either:

* Proceed with this session. The alert will appear again the next time
you access this URL.

* Install the certificate. Follow the instructions of your browser.

The NMS MI uses a self-signed certificate. For information on import-
ing this certificate into a browser see the browser's documentation.
Note that the self-signed certificate used by the NMS MI is based on
the grid’s IP address. The expected URL to the interface is this IP
address and not a domain name. In cases where the domain name is
used, browsers may not be able to match the self-signed certificate to
the identity of the NMS server. For more information see the browser's
documentation.

Enable Pop-ups

To view charts in a pop-up window, view the grid’s About window, or
configure your account, pops-ups must be enabled for your browser.
For more information on enabling pop-up windows, see your
browser’s documentation.

NetApp StorageGRID 25
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Log Out

When you have completed your NMS MI session, you must log out of
the NMS MI. This keep the system secure.

1. Click Logout Leseut By [ocated at the top right corner of the screen.
The logging out message appears.

2. You may safely close the browser or use other applications.

NOTE Failure to log out may give unauthorized users access to your NMS
MI session. Simply closing your browser is not sufficient to log out of
the session.

NMS Management Interface

The NMS Management Interface (MI) provides basic operational data,
alarm status, reporting functionality, and configuration options for
each grid node, service, and component.

The main elements of the NMS MI are:
* Header

* Grid Management Tree

*  Grid Topology Tree

* Content Tabs

P netapp® StorageGRID®

Header — g - 7
Grid —» [\ e\ v coaain| <l Content
Management - _ : Tabs
Tree | & Oucpisysummary-sre
Grid —> e
Topology Jae : ; |
Tree Ttem 5708 5
= Br6s 5
g 8
1 g o Sk £
Lo 055 % ]
e
L e Metadata Capacity
-l 17 e o -
2 - ]
2 a
WEGH -]
MO 5
¥»rca - ]
Figure 13: NMS Management Interface Elements
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Header

The header contains high-level grid status information. The currently
logged in user’s name and User Group, and the latest browser refresh
time are displayed on the left. Clicking the user’s name opens the
Account Management page. The logo on the left serves as a button to
access NMS MI version information via the About pop-up window.
The right side contains the System Status indicator and the Logout
button.

Version Information
(click logo)

ﬂ NetApp® StorageGRID®

Login Information — 2, curent tser: sk st (vensen system stas @)

NetApp StorageGRID
215-06989_ A0

) Updated: 2008-08-26 11:20:13 POT Legout B

System Statu$ Indicator
Refresh Time/Button Logout Button

Figure 14: NMS Management Interface — Header

Refreshing the Display

Information presented in the NMS MI is time-sensitive. Since the inter-
face is delivered as HTML pages, the content shown is static. The
Updated timestamp indicates when the data shown was collected, that
is, the time at which the last grid status “snapshot” was taken. Local
time is shown as determined from the preferences set in the user
account. The information is refreshed automatically at set intervals
(the default is 15 seconds).

To refresh the display manually, do one of the following:

e C(lick Refresh Page ) .
* Click the timestamp.
e (Click the refresh button for the browser.

After the page has finished reloading, the content and the time-
stamp are updated.

If you leave the NMS MI open with no activity, the session expires
after the configurable timeout period and returns you to the Login
window.

If you have configured the NMS GUI Timeout period to 0 and then
minimize your browser for an extended period of time (for example,
greater than one week), when you expand the browser, the NMS MI
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may not correctly display attribute values and the current time.
Refresh the display using the procedure given above.

Displaying NMS MI Version Information

* Click the product name in the header.

The About window displays the interface version number, the
software build number, and copyright information. The copyright
information includes a link for easy access to the NetApp web site.

Ep, StorageGRID®

Management Interface version 9.0.0-20120607.1752 f10935f

This product includes software developed by the OpenSSL Project for use in the
OpenSSL Toolkit. (http:/www openssl org/)

Copyright & 2012 NetApp, Inc. All rights reserved.

Figure 15: About Window — Version Information

NMS Interface Engine Status

You can view the status of the NMS MI at any time via the
<Admin_Node> » NMS » Overview page. The NMS Interface Engine
Status attribute displays the current status of the NMS MI for the
selected Admin Node.

| Overview \ Alarms Reports Configuration

HMain

‘ﬂ Overview: NMS (99-14) - NMS
Updated: 2012-04-26 12:24:12 PDT

NMS State Online =5e

LU tai Lo Error: = d
| NMS Interface Engine Status Connected =&

~Tan Motmcatons Stats TG Efrors =S

Node Information

Device Type MNetwork Management System

Version 9.0.0

Build 20120426.0002.c3664d8

Node ID 14793645

Group 1D 10

Binding Information

Name NMS-Cluster-A

Type Consolidated

Bound Nodes 16 i |

Maximum Supported Bindings: 160 I

Rermaining Capacity 90 % =L

Figure 16: NMS Interface Engine Status

This interface engine status information is useful if your grid is config-
ured with multiple Admin Nodes and thus multiple NMS services.
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You can monitor the status of the grid’s other NMS MIs to which web
clients are connected. Monitoring the NMS interface engine status can
tell you if there is a connectivity problem with any of your

Admin Nodes.

Grid Management Tree

The Grid Management tree provides access to a number of configura-
tion pages.

B Grid Management

ILK Management

NKS Management

—g Account Management
EEI-J FSG Management
E- J HTTP Management
[+]- J Grid Configuration

b

—

b

8

Figure 17: Grid Management Tree

Table 5: Grid Management Tree

Branch

Used to Configure

Account Management

User Accounts. For more information on accounts and user groups, see
“User Accounts” on page 34.

FSG Management FSG settings such as content protection options, cache space, and
backups. Configuration is restricted to user accounts that have Mainte-
nance permissions such as the Admin and Vendor accounts. For
information on FSG management, see the Administrator Guide.

HTTP Management Grid options such as client permissions, certificates, security partitions,

client IP addresses, and HTTP metadata. Configuration is restricted to
user accounts that have Maintenance permissions such as the Admin
and Vendor accounts. For information on HTTP management, see the
Administrator Guide.

Grid Configuration

Grid options such as Audit levels, link cost groups, and storage grades.
Configuration is restricted to user accounts that have Grid Manage-
ment permissions such as the Vendor account. For information on grid
configuration, see the Administrator Guide.

ILM Management

ILM (Information Lifecycle Management) policies. Configuration is
restricted to user accounts that have Grid Management permissions
such as the Vendor account. For information on ILM, see the Adminis-
trator Guide.

NetApp StorageGRID
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Table 5: Grid Management Tree

Branch

Used to Configure

NMS Management

NMS overview, custom alarms, alarm notifications, Admin Node
name, and GUI timeout period. Configuration is restricted to user
accounts that have Maintenance permissions such as the Admin and
Vendor accounts. For information on alarm customization and notifica-
tions, see the Administrator Guide.

Grid Topology Tree

The Grid Topology tree provides quick access to grid elements. These
elements are:

Grid
Location
Grid nodes
Services
Components
Grid P 15 B server Grid
Location ——————— ppii- 4 Site A
-4 16828
" - ssm
. 23 servi
Grid Nodes * jh;'f
Services :
L'T.Resuuroes ComponentS
& Timing
-Ep ADC
(- 8 AMS
-4 cLe
- @ CMS
il
Wy FSG
-4 LOR
-4\ NNS
- 16829

Figure 18: Grid Topology Tree

The grid includes separate locations. Locations can reflect different
physical regions such as cities, buildings, floors in a building, or any
other grouping. Each location can be expanded to reveal one or more
grid nodes, a grid node being a server hosting a collection of one or
more grid services. A grid service consists of software components
that deliver a particular capability.

30
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Expand or Collapse the Grid Topology Tree
¢ In the Grid Topology tree, click [# and [=.

<Ctrl> clicking at either the location or nodes level opens (or closes)
all items in the Grid Topology tree at the level clicked.
View Grid Elements

* In the Grid Topology tree, click an element’s name.

Content Tabs

Content on each page is organized under four tabs: Overview, Alarms,
Reports, Configuration.

Grid M; it N
P | ET— Reports || Configuration
®  Grid Topology

Main Tasks

751 B Sentinel
é.‘ Ste 4 . Overview: Summary - Sentinel
‘ E_‘ A Updated: 2007-12-12 12:30:49 PST

Figure 19: Content Tabs

* Overview —The Overview tab is used to monitor grid attributes.
Each attribute represents a property, for example the number of
managed objects, free storage space, backup size, or service state.
These attributes are used to monitor normal grid operation and to
detect and troubleshoot abnormal conditions. While there are
hundreds of attributes, most of them are used for troubleshooting
and only a small number must be monitored on a regular basis to
ensure smooth operation. For examples on how to work with attri-
butes, see “Monitoring Operations” on page 103.

¢ Alarms —The Alarms tab is used to view and acknowledge
alarms. For more information, see “Alarms and State Indicators”
on page 38.

* Reports — The Reports tab is used to create charts and text reports.
For more information, see “Reports” on page 49.

* Configuration —The Configuration tab is used to change configu-
ration settings at the location, grid node, grid service, or
component level. Configuration is restricted to user accounts that
have Maintenance permissions such as the Admin and Vendor
accounts.

Some tabs contain multiple pages. Click the page selector to access the
content. The page currently selected is shown in blue and the other
pages in black.

NetApp StorageGRID 31
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Qverview Alarms Reports Configuration

Page selectors

Figure 20: Page Selector

View an Attribute Description
The NMS MI contains a description of each attribute.

¢ Click the attribute name to display its description. Click ‘I to close
the description.

Overview Alarms Reports Configuration

Overview: CMS (168-28) - Content

Updated: 2010-07-16 14:17:19 FDT

Stored Objects 0
Managed Objects 0
Inform
ILM Impl Managed Objects (COoM) aseline 2 Copy Rule
ILM Vers
X Murmber of permanent ohjects stared and managed
Objects | pythe database ofthis CMS.
Objects TN ICNT CvaIqatON Penamng. 0
Mhiarte with | lnachiceahla 1| Fuealiatione: n

Figure 21: Attribute Description

Interpreting Attribute Values

Attributes are reported by each grid service on a best effort basis.
Attribute updates may be lost under some circumstances, such as the
crash of a service or the failure and rebuild of a grid node. For
example, if a CMS service crashes after it has registered the ingest of a
number of objects but before it has committed the updated attribute
value to disk, up to two minutes of attribute updates could be lost.
The reporting of attributes is also subject to propagation delays within
the grid. Updated values for most attributes, except for state attributes,
are sent to the NMS MI at fixed intervals. Therefore, it may take a few
moments before an update is visible in the NMS M], and two attributes
that change more or less simultaneously may be reported at slightly
different times.

Attribute values reported in the NMS MI should therefore be under-
stood as being approximately correct, particularly for "count”
attributes such as object count or HTTP connection attempts. Use the
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Apply Changes b

NMS MI for troubleshooting, trend analysis, and to get a general
picture of the state of the grid.

Valid Characters

The NMS MI accepts only valid UTF-8 characters as user input in text
fields.

Units of Measure

For units of “Seconds” or “Bytes”, the values displayed in the NMS MI
are scaled to a suitable unit. For example, durations scale to microsec-
onds, milliseconds, seconds, minutes, hours, or days; bytes scale to
kilobytes, megabytes, or gigabytes.

When scaled, the value of bytes displayed by the NMS MI on overview
pages and in charts uses the “natural” measure of powers of 10. For
example 3 MB =3 x 10°= 3,000,000 bytes. This is not the same as powers
of 2 normally used for computing, where 3 MiB =3 x 220 =

3,145,728 bytes. To see unscaled values at full accuracy, generate a text
report.

NOTE In the NMS MI, scaled byte values are presented in kb, MB or GB
(powers of 10), not KiB, MiB, or GiB (powers of 2).

Apply Changes Button

To commit changes, for example to acknowledge alarms or change
configuration settings, you must click the Apply Changes button at the
bottom of the page. After you click the button, the button dims until
changes are complete. Changes may take time to process. Do not click
Apply Changes more than once. Wait for the page to refresh.

Overview Alarms Reports Configuration

Wain History

.' Alarms: LDR (170-176) - HTTP

Updsted: 2010-07-18 13:20.00 PDT

Severity Attribute Description Alarm Time Trigger Value Current Value Acknowledge Time Acknowledge
J HSTE (HTTP State)} Redirect 2009-06-0112:47:06 PDT Redirect Redirect

D _-_--_- Apply
e RSSO N I AU I T changes

Apply Changes *<_b utton

Figure 22: Apply Changes Button
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To abort changes prior to clicking Apply Changes, simply refresh the
page using the Refresh Page button at the top left in the header or the
browser’s refresh button.

Grid Node Path Link

Clicking an underlined grid node path takes you to the grid node’s
Overview page. For example, in Figure 23 below, clicking Site A/170-
41/FSG opens the FSG » Overview page for the primary

Gateway Node.

Overview 'q Alarms Reports Configuration

Main

doh O iew: FSG (170-176) - Replicati
w u.:d\::dr:vzlesgmeﬁzzn(s POT ) eplication

Configured Role Primary =
Current Role Active Primary =
Replication Status Normal =5
Cluster Status: M/A =G
FSG Group ID 44

Primary FSG Mode: Site AMT0-41/FSG

Connected Peers T Todes I
Failover Count: = L]
Primary

Primary Active Session ID 1234855739552128

Primary Next Operation ldentifier: 4

Enqueued Messages 2 = |
Secondary

Secondary Active Session D 0

Secondary Mext Operation Identifier: 0

Dequeued Messages 0 =
Operations Mot Committed 0 &
Operations Mot Applied: 0 g &
Files Pending for Replication 0 g &
Replication Erors: 0 =]

Figure 23: Grid Node Path Links

User Accounts

34

The StorageGRID system has two built-in user accounts:

Admin Responsible for grid maintenance.
The admin account can configure services and compo-
nents but cannot make grid-wide changes.

Vendor Responsible for grid configuration.
The vendor account has full permissions.

NetApp StorageGRID
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The built-in accounts cannot be deleted. Additional accounts may exist
on your grid depending on how it is configured. For example, the grid
could have a read-only access intended for people who simply

monitor the grid.

Permissions

Three built-in user groups (group accounts) have been configured for
the StorageGRID system: Vendor, Admin, and User.

Built-in groups are granted a collection of permissions. There are four

types of permissions:
* Grid management

¢ Maintenance

* Alarm acknowledgement

e Accounts

Table 6 below describes the allowable tasks for each set of permissions.

Table 6: User Groups Permissions

Permission Set Allowable Tasks

Grid Management .

Configure grid-wide options
Configure ILM

Maintenance .

Configure FSGs

Configure the NMS MI (customize alarms,
configure e-mail notifications, and config-
ure GUI timeout)

Configure services and components

Alarm .
acknowledgement

Acknowledge alarms

Accounts o

Create new accounts, configure existing
accounts, and delete accounts

Create new user groups, configure existing
user groups, and delete user groups

Figure 24 below shows the built-in user accounts and group accounts.
Depending on the Accounts permission on your account, you may not
see all the accounts. See Figure 25 for a comparison.

NetApp StorageGRID
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Accounts |

Main

‘fl Account Management

Updated: 2010-07-16 14:44:11 PDT

User Accounts
User Mame Password First Mame  Last Name
Wendar T Aendar

Iaintenance

Admin e Network Administrator

Group Accounts

Group Name Group Description
“endor Maintenance
“endor
Personnel
Admin Administrator
User User

- English Default

Language Time fone  DST Status

United States Browser
- English Default

United States Browser

Agctive

Active

Grid

. a
Maintenance
Management

Alarm
Acknowledgement

Group

Nams Actions
“endar f o Q
Admin f o @

Accounts Actions

200
200
200

Figure 24: Account Management for Vendor Account

Accounts |

Main

‘fl Account Management

Updated: 2010-07-16 14:47:11 PDT

User Accounts

User Mame Password First Name  Last Name  Language Tirme Zone DST Status
e United States - Browser
Uszer User Uszer En Default Active

Group Accounts

Group Name

User User

Group Description

Grid
Management

Maintenance (-1
Acknowledgement

Group Name Actions

User 4 &'D Q

Accounts

Figure 25: Account Management for Account Without Accounts Permissions

Configuring Your Account

36

You can configure your account to change your password, first name,

last name, and time zone.

NOTE Creating accounts and modifying accounts of other users is restricted
to accounts that have “Accounts” permission such as the Admin and
Vendor accounts. For more information on creating and modifying
accounts, see the Administrator Guide.

1. If you intend to change the password, make sure pop-ups are
enabled. For more information, see “Enable Pop-ups” on page 25.

Go to Grid Management » Account Management.

Click Edit #* and update entries as needed:

NetApp StorageGRID
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User Name — The user name entered at login. Read-only.

Password — Masked password for the account; shown as a
string of asterisks.

First Name — User’s first name.
Last Name — User’s last name.

Language — The default language to be used for this user. At
this time, only English is supported.

Time Zone — Time zone of the NMS MI. By default, this is
Browser Default which is the time of the computer from which
the web browser is accessing the NMS MI. The time zone can
be changed so that the time zone of the NMS MI is the same as
the StorageGRID system — particularly useful if the Stor-
ageGRID system and the NMS MI are in different time zones.

If you change the time zone settings of your computer, the
change is effective the next time you log in to the NMS MI.

DST — Click to set to Daylight Saving Time.

You can modify DST only if Time Zone is not set to Browser
Default. When Time Zone is set to Browser Default, daylight
saving time is determined by the browser settings.

Note that in order to update DST, Time Zone must be set to a
time zone that supports Daylight Savings Time.

Status:

* Active—The user can log in and use the NMS MI.

* Disabled — The user is prevented from logging in.
Depending on your permissions, Status may be read-only.

Group Name — Profile that governs the permitted activities for
this user.

Depending on your permissions, Group Name may be read-
only.

To change your password:

a.
b.

Double-click Password to select the complete field.

Type a new password. Your password must contain between 8
and 32 characters and is case-sensitive.

Press <Tab>. A confirmation pop-up window appears.
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Zhttps://192.166.170.86 - Password C B i 4

(fl Password Confirmation

Confirm Password:
Confirm Password ”

Eooe [ [ [ [ [Bf@menes 4

Figure 26: Password Confirmation Pop-up Window

d. Re-enter the password and click Confirm Password. If the

password fails to mat

ch, re-enter the password as prompted.

5. To change your name, edit the First Name and Last Name boxes.

6. To change the time zone,
7. Click Apply Changes.

select a new time zone from the list.

Alarms and State Indicators

38

The color of the icon next to each location, grid node, grid service, and

service component in the Gri
of that part of the grid.

d Topology tree reflects the overall status

E;. Metwork Map

- 170-51

b
b

b
b

- ) ssm

—‘ Services
—_ Events

= J:' Resources
—a Timing
H-= ) ADC

-~y CLA

C- @ M3

_a Content

_a Ietadata
—a Tazks

_. Database
| Synchronization

—al Events
_. Resources
_' Timing
H-Wy FSG

+-9P LDR:

b

H-d HMS

Figure 27: Grid Topology Tree with State and Alarm Colors

If there are no alarms and all

services are connected, the icon appears

in the normal (green) state. If there is an alarm, the color of the icon
reflects the most severe alarm currently active on that branch of the

NetApp StorageGRID
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tree. Locations display the highest alarm level of the grid nodes on that
branch. Grid nodes display the color of the most severe state or alarm
among their hosted services. Each individual service reflects the
highest alarm severity of its components.

Service State Indicators

A service can have one of three states: Unknown, Connected, or
Administratively Down. A service that is Unknown is problematic and
must be investigated. A service that is Connected is operating
normally and displays the color of its highest alarm severity —either
itself or its components. A service that is Administratively Down has
been deliberately shut down for maintenance by a grid administrator.

Table 7: Service States

Icon Color

State Meaning

® Blue

Unknown An unknown condition exists that has
stopped normal operation. Requires
immediate attention. The “Unknown”
state is considered the most severe. It is
typically used to indicate loss of connec-
tion between the NMS and a service.

2) Green

Connected All services are working normally.

o Gray

Administratively Down A service has been purposefully stopped.
All alarms on the stopped service includ-
ing acknowledged alarms are removed.

Alarm Indicators

A change in the
value of an attribute
can trigger an
alarm. A change in
the state of a
service does not
trigger an alarm.

NetApp StorageGRID
215-06989_ A0

An alarm is triggered when the value of an attribute reaches the alarm
threshold value. When an alarm is triggered, the alarm information is
displayed in the NMS MI and an e-mail notification is automatically
sent to designated personnel.

Alarms are generated at the attribute level. There are five alarm
severity levels displayed in the NMS MI. Each alarm level has an asso-
ciated color and icon (see Table 8). Note that a severity level of Normal
does not trigger an alarm.
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Table 8: Alarm Severity and Indicators

Severity
Level Icon Color State Severity  Meaning
) Green Connected  Normal All functions are working
normally.

Lowest rJ Yellow Connected  Notice An unusual condition exists
that does not affect normal
operation.

® Light Connected  Minor An abnormal condition
Orange exists that could affect oper-
ation in the future; should
be investigated to prevent
escalation.
A Dark Connected  Major An abnormal condition
Orange exists that currently affects
operation; requires prompt
attention to prevent
v escalation.
% Red Connected  Critical A critical alert of an
] abnormal condition that has

Highest stopped normal operation;
should be addressed
immediately.

Propagation
Alarm Indicators
Alarms are generated at the attribute level. When an issue is detected,
the alarm is propagated up through the Grid Topology tree. The asso-
ciated attribute, component, service, node, and location information
displayed in the NMS MI all change to reflect the alarm’s severity. The
color displayed reflects the most severe alarm currently active on that
branch of the Grid Topology tree. As a result, you can view the general
alarm severity level at the grid level, then drill down through the
service components to locate the specific details.
For example, in Figure 28 below, the SSM service has at least two
alarms: the Events component has at least one alarm with a severity of
Notice and the Resources component has at least one alarm with a
severity of Minor Alert. Minor Alert is the more severe of the two
alarms and therefore it propagates up the Grid Topology tree so that
the SSM service takes on the Minor Alert alarm color, light orange.
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Figure 28: Propagation of Alarm and State Indicators

State Indicators

State indicators are displayed at the services level and above and take
priority over alarm indicators. When a service enters either an Admin-
istratively Down or Unknown state, the state color is propagated
down through the service to its components. This overrides any com-
ponent alarm indicators displayed in the grid. For example, a service
state of “Unknown” supersedes an alarm severity of Critical and
results in the service displaying the Unknown state color and not the
Critical alarm severity color. The state of the service also propagates
up to the node level.

For example, in Figure 28 above, the CMS service has a state of
“Unknown.” This state overrides any alarms that may have been
raised on any of it components. “Unknown” is a more severe state
than any alarm and therefore propagates down the Grid Topology tree
so that all CMS components take on the “Unknown” state color, blue.
The grid node also displays the “Unknown” state color of blue as this
is the most critical state of any of its services. The state condition of a
node’s services propagates up the Grid Topology tree in the same
manner that alarms do.

E-mail Notifications

E-mail notifications are automatically sent to designated personnel to
alert recipients that an alarm has been triggered or that a service state
has changed. Managing e-mail notifications is restricted to user
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accounts with Maintenance permissions such as Admin or Vendor. For
more information on e-mail notifications, see the Administrator Guide.

E-mail Notification Status

You can view the status of e-mail notifications at any time via the
<Admin_Node> » NMS P Overview page. The E-mail Notifications Status
attribute displays the selected Admin Node’s current ability to send
e-mail notifications to the mail server.

| Overview | AMarms Reports Configuration

Main

ﬁ Overview: NMS (99-14) - NMS
Updated: 2012-04-26 12:24:12 PDT

NMS State Online =g
MNMS Status Mo Errors =&
MIMS Intorface Enging Sighy Connactad = i
E-mail Notifications Status Mo Errors =g

Node Information

Device Type Metwork Management System
Version 9.0.0

Build 20120426.0002.c3664d8
Node ID 14793645

Group ID 10

Binding Information

MName MNMS-Cluster-A

Type Consolidated

Bound MNodes 16 Eh )
Maximum Supported Bindings 160 I
Remaining Capacity’ 90 % L]

Figure 29: NMS Notification Status

If there is an error, the selected NMS service cannot send e-mail notifi-
cations to the mail server. Depending on grid configuration, this may
mean that the NMS service is not sending notifications and that
switch-over to another NMS service has occurred (if the grid has
multiple Admin Nodes). For more information on notifications, see
the Administrator Guide.

Alarm Customization

42

The NMS Ml is configured with a set of default alarms. In addition, it
is possible to create custom alarms at the service or component level,
or at the grid level.

The Configuration » Alarms page of each service or component is used
to view configured Default alarms and Global Custom alarms and to
create Custom alarms for a service. Access is restricted to user

NetApp StorageGRID
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accounts that have Maintenance permissions such as the Admin and
Vendor accounts.

The Grid Management » NMS Management page is used to create Global
Custom alarms and to enable or globally disable Default alarms.
Access is restricted to user accounts that have Grid Management permis-
sions such as the Vendor account.

For more for information on custom alarms, see the Administrator
Guide.

Reviewing Alarms

NetApp StorageGRID
215-06989_ A0

Table 9 below summarizes how to review information on the current
status of alarms. This information is located on the:

* System Status page
¢ Alarms tab for each component and service

* Opverview tab for each component and service
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Table 9: Reviewing Alarms

To: Do this:

Get a list of all current
alarms in the grid * C(lick System Status  Sytem status A\ | in the header to display

alarms. Alarms are sorted by severity.

Alarms \

Main History

System Status

Last Refreshed: 2010-07-19 13:08:26 PDT

(1-90f9)
Severity Attribute Service Description Alarm Time Trigger Value Current Value AcknoMédge Time
BMAW LOST (Lost Objects) %mem Over 0 gg:%g:’;%_r 75 76
Vit Qugtanined) Dol ORNaifesion  *'°==t1  Ggapaeppr | L
i Quarantined) SiORVaitcaton  M'°=t!  gopaseor | :
Ve Detoted o SokORfmscaion  **=!  Ggupgeor | L
Ve Dteced - SiOReiteatn M=t Ggopyreor ! :
vt om G Fated) S L
I_JNome EE_‘AFd(mbnuﬂd C-Finds - Greater than 201U-IEI7-19 4 1
ailed) a 04:08:39 PDT
uNm»cE SWMTT (Total Events) Atleast 1 Sg‘!ga:’;%_r il 2
T ) asea FETS (Startup Condition) Dirty S?sua_:g?a_;?:rr Dirty Dirty

Show |10 + | Records Per Page

NOTE The first thing to look at in the NMS Ml is the System
Status indicator. It immediately tells you the most serious
status (state or alarm) of the grid.

Get a list of all alarms 1. Click System Status in the header.
triggered overaperiodof 2 Click the History page.
time

Alarms \

Main History

System History

Select an attribute and then either a Quick Query or a Custom Query

Attribute: All v
Quick Query: [ Last & Minutes ] [ Last Hour ] [ Last Day
[ Last Week I [ Last Month ]

Custom Query:  ga pate: [2010/07/10 13-28-56
End Date:|2010/07/19 13:28:56

3. Do one of the following:
e Click one of the time periods.

* Enter a custom range and click Custom Query.
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Table 9: Reviewing Alarms (cont.)

To:

Do this:

Find out more about an
alarm

1.

In the System Status table, under Service click the path to go to
the Alarms tab for the selected alarm (or use the Grid Topology
tree). The Alarms tab displays the current status of the attributes
for the selected service or component. The colors and icons reflect
the severity levels of the alarms. Once an alarm is resolved, the
alarm returns to the green “Normal” severity level.

Overview "‘.‘l Alarms \‘ Reports "‘.‘| Configuration "‘.‘

Wain History

-_r: Alarms: CMS (170-40) - Content

'i. Updated: 2010-07-1§ 14:17:58 POT

Lo tomeosomesn - owo BREm e O

See Table 10 on page 47 for a description of the fields.

2. Click the alarm to display a description of the attribute.

[
Man Hatory
System Status
Lt Rafreansd: 2010-07-18 14:21:41 POT
1-9af9)
Seventy Attribute Servce Doscrigtion Assrm Tiens Trigger Value Current Value Acknawiedge Time
Ly, (05T hosonar) ML, om0 E I
o DeRT s [T 1 1
4, DORT (Ocje: Lost Objects (LOST) 1 3
_,) This 1 1
uess Datactad)  managed by tls CHS Matha CMS has detected fo be
= pu 7 than i o
" rteer Ditectac) | remuved a5 a rosultof N, ¥ found, Bose roprusent i 2
= J FRGF Faea| 336vM0ss, o manis €1ons shoesd B0 aan o ” ’
| e " "
possinie
T DEAF inboy
Zlnees Py E i L :
- Y 97
T S <
[ P 20106719
Ll F5TS (Startup Condition)  Sitwiauroea-s0F35 Dy ozexzapor O Lok

Show | 10 » Records Per Page Redesh

Look up the four-character attribute in the reference table in the
“Alarms Reference” chapter of the Troubleshooting Guide.

Click <component> » Overview » Main.

Locate the alarm, and if it can be charted, click the chart button to
view a trend of the attribute over the last hour. Adjust the time
period as required. For more information, see “Displaying Charts”
on page 52.

NetApp StorageGRID
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Table 9: Reviewing Alarms (cont.)

To: Do this:
Find out how often 1. Go to the service or component that has the attribute.
alarms have been 2. Click the Alarms tab and then the History page.

triggered for a particular

attribute lm\

Main History

System History

Select an attribute and then either a Quick Query or a Custom Query

Attribute: All v
Quick Query: [ Last & Minutes ] [ Last Hour ] [ Last Day
[ Last Week I [ Last Month ]

Custom Query:  ga pate: [2010/07/10 13-28-56
End Date:|2010/07/19 13:28:56

Custom Query

3. Select the attribute from the list.
4. Do one of the following:
e Click one of the time periods.

* Enter a custom range and click Custom Query.

Overview Alarms Reports Configuration

Main History

E = Alarms History: CMS (170-41) - Content

h’j 2010-05-18 14:39:50 POT to 2010-07-18 14:237:48 POT

Severity Attribute Description Alarm Time

A, LOST (Lost Objects)  Over 0 2010-07-13 04:19:11 PDT
_[Mmi" Doam LOST (Lost Objects)  Administratively Down 2010-07-19 04:18:55 POT
L)) . LOST (Lost Objects)  Over0 2010-07-19 04:15:45 PDT
JMNI" Doun LOST (Lost Objects)  Administratively Down 2010-07-19 04:18:20 PDT
B ior LOST (Lost Objects) ~ Over 0 2010-07-19 04:09:08 PDT
S s Do LOST (Lost Objects)  Administratively Down  2010-07-19 04:08:29 PDT
B ior LOST (Lost Objects) ~ Over 0 2010-07-19 04:06:45 PDT
S s pown | LOST (Lost Objects)  Administratively Down  2010-07-19 04:08:36 PDT
B ior LOST (Lost Objects) ~ Over 0 2010-07-19 04:06:01 PDT
S o Down LOST (LoSUObjects)  Administratively Down  2010-07-19 04:05:16 PDT

Show | 10 | Records Per Page

Trigger Value
75

Administratively Down
75
Administratively Down
75
Administratively Down
75
Administratively Down
75

Administratively Down

(1-10 of 18)
Acknowledge Time
2 Hext

The alarms are listed in reverse chronological order. See Table 10

below for a description of the fields.

5. To return to the alarms history request form, click History.

Determine whether an If a Default alarm is disabled globally, an asterisk appears beside the

alarm has been disabled alarm on the Configuration » Alarms tab.

globally

Default Alarms (1 Result(s))

Enabled Attribute Severity Message
=+ SWET (Status) £ Minor ot Running

Operator Walue

= o

Actions

g
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Table 10: Alarms Table Fields

Field Description

Severity Color icon indicating the alarm severity level.

Attribute Code that identifies the attribute and issue being monitored. See the
“Alarms Reference” chapter of the Troubleshooting Guide for an alphabetical
listing of the attributes and reference information on each alarm.

Description Brief details about the cause of the alarm.

Alarm Time

The date and time in your local time zone at which the trigger value was
reported. Blank if the alarm has been acknowledged.

Trigger Value

Value that triggered the alarm.

Current Value

Value of the attribute as last reported by the service or component.

Acknowledge Time

Date and time the alarm was acknowledged.

Acknowledge

Selecting Acknowledge acknowledges the alarm. See the procedure below.

Acknowledging Alarms

NetApp StorageGRID

215-06989_A0

Depending on the situation, you may choose to acknowledge alarms
while you are trying to resolve the underlying issue. Acknowledging
alarms is restricted to user accounts that have Alarm Acknowledgement
permissions such as the Admin and Vendor accounts.

An acknowledged alarm continues to display as an alarm at the com-
ponent level on the System Status page. However, once an alarm has
been acknowledged, it no longer propagates up the Grid Topology
tree. The Grid Topology tree is displayed as “Normal” (green) or the
color of the next most severe unacknowledged alarm or more severe
service state (see Figure 30 below).
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Minor alarm has been

acknowledged on the
Alarms tab

Component state is
“Normal” even though a
minor alarm has been

B - - e
T'“'“"" ™ iy
Alarms: LOR (130-54) - HTTP
e QP mmionisose
L 10
I:z Tiiggen Viakeo C1m1oiH Viakie Achmwiedge Tane
S =====_
L gan
g g.-
ot
b =W' 2090.0312 133430 031310
= = r%—""“"m—“—“—H
B verenes
b drcne @_‘
1 o
-
[ pee
B Dationd
L@t
Lawa

Minor alarm with the s
Acknowledge checkicon | (B
appears on the Overview

B\ e
D s T ==

L g .' Overview: LDR (130-54) - HTTP
Vit 212128, 034 PO

L acc Cnina
I HTTP Status: Mo Ences.

(71
oe

@ as HTTP Sessions
]

10718
100,545

mEE =
@

\
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e
L

Figure 30: Acknowledging Alarms

There are many reasons why you may want to acknowledge an alarm.
For instance, while testing or troubleshooting the grid, you may want
to hide (by acknowledging) alarms that you are aware of in order to
better track unknown issues. Or, you may, because of time constraints,
want to acknowledge an alarm that you can more effectively attend to
later.

When a service is in a state of "Administratively Down," all attribute
alarms for that service —including acknowledged alarms — are
removed. The current attribute values at the time the service restarts
will be used to determine if any new alarms are triggered.

Acknowledge an Alarm

1. Go to <service or component> p Alarms » Main.

2. Select Acknowledge next to the alarm.

NetApp StorageGRID
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Reports

overview || Mlarms | Reports || Conniguration |

Main History

Alarms: S8M (170-41) - Events

Updated: 2010-07-19 15:11:52 POT

Description Alarm Time Trigger Value Current Value Time

Jm_-_--_-j

L] SWTT (Total Events) Atleast 1 2010 07-19 14:45:57 1 201[! 07-19 15:11:36

B
s Y O AT
g | | &

Apply Changes *

Figure 31: Sample Acknowledged Alarm
3. Click Apply Changes.

The alarm is acknowledged and a notification is sent to designated
personnel.

Unacknowledge an Alarm

1. Go to <service or component> p Alarms » Main.
2. Clear Acknowledge next to the alarm.
3. Click Apply Changes.

The alarm is unacknowledged and a notification is sent to desig-
nated personnel.

Charts

Reports are an invaluable tool to monitor the state of the grid and to
troubleshoot problems. There are two types of reports: chart reports
and text reports.

Chart reports present the data with the attribute value (vertical axis)
over a specified time span (horizontal axis).
Chart Types

There are three types of charts:
* line graph

NetApp StorageGRID
215-06989_A0
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=

e area graph

* state graph

Line Graph

NTP Frequency Offset (ppm) vs Time
2010-07-18 16:32:15 FDT to 2010-07-18 17:32:15 PDT

29244
29.23+
29224
29.214
29.20H
29,19+
29.18H

2917+

NTFP Frequency Offset (ppm) Ay

29164

29.15-4 | | 1 1 1
16:33 16:43 16:53 17:03 17:13 17:23
Time (minutes)

Figure 32: Line Graph

Line graphs are used to plot the values of an attribute that has a “unit”
value (such as NTP Frequency Offset, in ppm). The changes in the value
are plotted in bins at regular intervals over time.

Area Graph

Service Load ¢9 vs Time
2010-07-18 14:05:02 PDT te 2010-07-19 15:30:02 FDT

0,090+
0.0851
0080
0.0751
00704
0.0654
0.0801
0.0551

0,050

| | | | | | | I |
1408 14116 14:26 1436 14:46 14:56 15:06 15:16 15:26
Time (minutes)

Figure 33: Area Graph

Area graphs are used to plot volumetric quantities, file count or
service load values for instance. Area graphs are similar to line graphs
but include a light brown shading below the line. The changes in the
value are plotted in bins at regular intervals over time.
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3 State Graph

LDR State vs Time
2010-07-18 16:40:23 DT to 2010-07-18 17:17:11 PDT

Online e

Standby

O T I64s 164 1653 16w 170l 1705 1708 73 177
Time - Minutes

Figure 34: State Graph

State graphs are used to plot values that represent distinct states such
as a service state that can be online, standby, or offline. State graphs are
similar to line graphs but the transition is discontinuous, that is, the
value jumps from one state value to another.

Interpreting Chart Colors

The chart colors have a specific meaning. Table 11 below describes
how to interpret the various colors and line types.

Table 11: Chart Colors and Shading

Sample

Meaning

Reported attribute values are plotted using dark green lines.

Light green shading around dark green lines indicates that the actual values in that
time range vary and have been “binned” for faster plotting. The dark line repre-
sents the weighted average. The range in light green indicates the maximum and
minimum values within the bin. Light brown shading is used for area graphs to
indicate volumetric data.

Blank areas (no data plotted) indicate that the attribute values were unavailable.
The background may be blue, gray, or a mixture of gray and blue depending on the
state of the service reporting the attribute.

Light blue shading indicates that some or all of the attribute values at that time
were indeterminate; the attribute was not reporting because the service was in an
unknown state.

Gray shading indicates that some or all of the attribute values at that time were not
known because the service reporting the attributes was administratively down.
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Table 11: Chart Colors and Shading (cont.)

Sample Meaning

A mixture of gray and blue shading indicates that some of the attribute values at
the time were indeterminate (because the service was in an unknown state), while
ERE= others were not known because the service reporting the attributes was administra-
i tively down.

Displaying Charts

In most cases, the fastest way to create a chart is to go to an Overview
page and click the chart icon next to the attribute. Clicking this chart
icon will immediately take you to the Reports B Charts page and
display a chart for the attribute. This is known as an immediate chart.

You can also manually create reports from the Report tab.

NOTE It is not possible to create charts for all attributes; for example, text
attributes such as Node ID, version number, and build number.

Create an Immediate Chart Report

1. Go to <component or service> » Overview » Main.

Processors
Processor # Vendor Type Speed Cache
1 Genuinelntel Intel(R) Xeon(R) CPU 5160 @ 3.00GHz 299 GHz 4 MiB
CPU Load 35178 %
CPU I/0 Blocking 0.15 %
CPU Load Average 165 (]
Service Health
Senice Memory Accounting 8.48 MB
Senice Memory Usage 18.6 MB
Senice Memory Usage (Percent) 1772 % (]
Senice Threads 8
Senice Processes 41
Average Wait Time 10 us
Average Blocking 231ms
Worst-Case Blocking 96.5 ms
Peak Message Queue Size i1 L]
Open File Descriptors 17 (]
Volumes
Mount Point Device Size Space Available Total Entries Entries Available  Write Cache
! sdal 4 2|9 529GB 3.03GB T & 656,000 583,265 T @& Enabled =
ffsg fsgug-fsglv Onlind =J |%) 225 GB 225 GB I & 21,959,620 21,959,614 T & Unknown 5
fvar/local sda3 d 5|9 13.7GB 12GB I & 1,703,936 1,701,709 [ @& Enabled =
fvarflocalfmysql_ibdata sdb1 4 =|% 19.9GB 147 GB T @ 614,400 614,388 T @ Enabled =
Mvar/local/rangedb/0 sdb3 4 =|% 19.3GB 19.2GB [ & 593,920 593,357 ™ & Enabled =
Figure 35: Immediate Chart Buttons
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Text Reports

NetApp StorageGRID
215-06989_ A0

2. Click I Chart next to the attribute.

The display automatically changes to the Reports B Charts page.
The chart displays the attribute’s data over the past hour. To view
other time ranges, follow the procedure described below.

Manually Create a Chart Report

Go to <component or service> p Reports » Charts.
Select Attribute P <attribute>.

To force the Y-axis to start at zero, clear Vertical Scaling.

NP

To show values at full precision, select Raw Values. To round
values to a maximum of three decimal places (for example, for
attributes reported as percentages), clear Raw Data.

5. Select Quick Query » <time_period>.

The chart appears after a few moments. Allow several minutes for
long time ranges.

6. To display a chart for a custom time period:
a. Select Quick Query » Custom Query.
b. Enter a Start Date and End Date.

Use the format YYYY/MM/DD HH:MM:SS in local time. Leading
zeros are required to match the format. For example,

2010/4/8 7:30:00 fails validation; the correct format is
2010/04/08 07:30:00.

c. Click Update.

Displaying Charts in a New Window

When you generate a chart report, it is often useful to compare it to
another chart. The NMS MI provides the ability to view chart datain a
new window. Multiple windows can be opened.

+  Click B to display the current view in new window.

Click ] to close the chart windows.

A text report displays a textual representation of attribute data values
that have been processed by the NMS service. For attribute data that is
expected to be continuously changing, this attribute data is sampled
by the NMS service (at the source) at regular intervals. For attribute
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data that changes infrequently (for example, data based on events such
as state or status changes) an attribute value is sent to the NMS service
when the value changes.

There are two types of text reports: raw and aggregate. The type of
report displayed depends on the configured time period. By default,
aggregate text reports are generated for time periods longer than one

week.

Grey text indicates the service was administratively down during the
time it was sampled. Blue text indicates the service was in an unknown

state.

Raw Text Report

A raw text report displays the following information:

« Time Received — Local date and time that a sample value of an

attribute’s data was processed by the NMS service.

e Sample Time — Local date and time that an attribute value was
sampled or changed at the source.

* Value — Attribute value at sample time.

Text Results for Services: Load - System Logging

2010-07-18 15:58:38 PDT To 2010-07-1% 15:58:38 POT

Time Received
2010-07-19 15:58:09
2010-07-19 15:56:06
2010-07-19 15:54:02
2010-07-19 15:52:00
2010-07-19 15:49:57
2010-07-19 15:47:54
2010-07-19 15:45:50
2010-07-19 15:43:47
2010-07-19 15:41:43
2010-07-19 15:39:40
2010-07-19 15:37:37
2010-07-19 15:35:34
2010-07-19 15:33: 31
2010-07-19 15:31:27
2010-07-19 15:29:24
2010-07-19 15:27:21
2010-07-19 15:25:18
2010-07-19 15:21:12
2010-07-19 15:19:09
2010-07-19 15:17:07

Sample Time
2010-07-19 15:58:09
2010-07-19 15:56:06
2010-07-19 15:54:02
2010-07-19 15:52:00
2010-07-19 15:49:57
2010-07-19 15:47:54
2010-07-19 15:45:50
2010-07-19 15:43:47
2010-07-19 15:41:43
2010-07-19 15:39:40
2010-07-19 15:37:37
2010-07-19 15:35:34
2010-07-19 15:33: 31
2010-07-19 15:31:27
2010-07-19 15:29:24
2010-07-19 15:27:21
2010-07-19 15:25:18
2010-07-19 15:21:12
2010-07-19 15:19:09
2010-07-19 15:17:07

Value
0.016 %
0.024%
0.033 %
0.016 %
0.008 %
0.024%
0.016 %
0.024%
0.032%
0.024%
0.008 %
0.016 %
0.024%
0.032%
0.032%
0.049 %
0.024%
0.016 %
0.008 %
0.016 %

Figure 36: Raw Text Report
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Aggregate Text Report

An aggregate text report displays data over a longer period of time

(usually a week) than a raw text report. Each entry is the result of sum-

marizing multiple attribute values (an aggregate of attribute values)
by the NMS service over time into a single entry with an average,

maximum and minimum value that is derived from the aggregation.

Each entry displays the following information:

* Aggregate Time — Last local date and time that the NMS service
aggregated (collected) a set of changed attribute values.

* Average Value — The average of the attribute’s value over the

aggregated time period.

¢ Minimum Value — The minimum value processed over the aggre-
gated time period.

¢  Maximum Value —The maximum value processed over the aggre-
gated time period.

Text Results for Attribute Send to Relay Rate
2010-07-11 16:02:48 POT To 2010-07-19 16:02:45 POT

Aggregate Time
2010-07-19 15:59:52
2010-07-19 15:53:52
2010-07-19 15:49:52
2010-07-19 15:43:52
2010-07-19 15:39:52
2010-07-19 15:33:52
2010-07-19 15:29:52
2010-07-19 15:23:52
2010-07-19 15:17:52
2010-07-19 15:13:52

Average Value
0.271072196 Messages/s
0.275585378 Messages/s
0.279315709 Messages/s

0.28181323 Messages/s
0.284233141 Messages/s
0.325752083 Messages/s
0.278531507 Messages/s
0.281437642 Messages/s
0.2615963307 Messages/s
0.265159147 Messages/s

Create a Text Report

DN P

Select Attribute » <attribute>.

Minimum Value
0266649743 Messages/s
0.266562352 Messages/s
0.233318712 Messages/s
0.241651024 Messages/s
0.249982001 Messages/s
0.266641993 Messages/s
0.274984766 Messages/s
02749581961 Messages/s
0.258318006 Messages/s
0.258318557 Messages/s

Select Results per Page P <results_per_page>.

5. Select Quick Query » <time_period>.

Maximum Value
02749583464 Messages/s
0.283302736 Messages/s
0.333313579 Messages/s
0.374976601 Messages/s
0.324971987 Messages/s
0.358306197 Messages/s
0.283320999 Messages/s
0291577735 Messages/s
0266655787 Messages/s

026663986 Messages/s

Figure 37: Aggregate Text Report

Go to <component or service> » Reports P Text.

To round values to a maximum of three decimal places (for
example, for attributes reported as percentages), clear Raw Data.
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Overview Alarms Reports Configuration

Charts. Text

b Reports (Text) : FSG (ge1-m) - Storage

Y Y/MMIDD HH:NMM:SS
Aftribute Files Stored to Grid - Pending ¥ Results Per Page: | 20 | Start Date: |2010/07/18 16:15:25

Quick Query: | Custom Query v Raw Data: End Date: |2010/07/19 16:15:25

Custom Query
Last & Minutes
Last Hour
Last Day

Last Week

Last Year

Figure 38: Report Request Form — Quick Text Reports

The report appears after a few moments. Allow several minutes for
tabulation of long time ranges.

6. To display a report for a custom time period:
a. Select Quick Query » Custom Query.
b. Enter a Start Date and End Date.

Use the format YYYY/MM/DD HH:MM:SS in local time. Leading
zeros are required to match the format. For example,

2010/4/8 7:30:00 fails validation. The correct format is:
2010/04/08 07:30:00.

Qverview Alarms Reports Configuration

Charts Text

b Reports (Text) : FSG (gc1-m) - Storage

Y Y/MMIDD HH:NMM:SS
Aftribute Files Stored to Grid - Pending ¥ Results Per Page: | 20 | Start Date: [2010/07/18 16:15:25
Quick Query: | Custom Query v Raw Data: End Date: |2010/07/19 16:15:25

Figure 39: Report Request Form — Custom Query Report
c. Click Update.
A text report is generated. Depending on the length of time set

for the query, either a raw text report or aggregate text report is
displayed.

Export a Text Report

Exporting text reports opens a new window which allows you to select
and copy data. This copied data can then be saved into a new
document (for example, a spreadsheet) and used to analyze the perfor-
mance of the grid.

1. Create a text report. For more information, see “Create a Text
Report” on page 55.

2. Click Export e
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Overview Alarms | Reports \| Configuration

Charts Text

-1 | Reports (Text): SSM (170-176) - Events

YYYY/MMDD HH:MM.SS
Attribute: Attribute Send to Relay Rate V| Results Per Page: Start Date: | 2010/07/19 08:42:09
Quick Query: | Custom Query v|  [Update | RawData End Date: |2010/07/20 08:42:09

Text Results for Attribute Send to Relay Rate
2010-07-19 08:42:09 POT To 2010-07-20 08:42:09 POT

1-50f254 i
Time Received Sample Time Value
2010-07-20 08:40:46  2010-07-20 08:40:46  0.274981485 Messages/s
2010-07-20 02:38:45  2010-07-20 02:38:45 0.274980 Messages/s
2010-07-20 08:36:46  2010-07-20 08:36:46 0283317543 Messages/s
2010-07-20 08:34:46  2010-07-20 08:34:46  0.274982493 Messages/s
2010-07-20 02:32:46  2010-07-20 02:32:46 0201645426 Messages/s

2345 » Next

Figure 40: Export Text Report

The Export Text Report window opens displaying all results for
the report.

Grid ID: 400019

OID:2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path: Site/170-176/SSM/Events

Attribute: Attribute Send to Relay Rate (ABSE)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Received, Time Received (Epoch),Sample Time, Sample Time (Epoch),Value, Type

2010-07-20 08:40:46.1279640446559000,2010-07-20 08:40:46,1279640446537209.0.274981485 Messages/s,U
2010-07-20 08:38:46.1279640326561000,2010-07-20 08:38:46,1279640326529124,0.274989 Messages/s.U
2010-07-20 08:36:46.1279640206556000,2010-07-20 08:36:46,1279640206524330.0.283317543 Messages/s,U
2010-07-20 08:34:46.1279640086540000,2010-07-20 08:34:46,1279640086517645.0.274982493 Messages/s,U
2010-07-20 08:32:46.1279639966543000,2010-07-20 08:32:46,1279639966510022.0.291646426 Messages/s,U
2010-07-20 08:30:46.1279639846561000,2010-07-20 08:30:46,1279639846501672.0.308315369 Messages/s,U
2010-07-20 08:28:46.1279639726527000,2010-07-20 08:28:46,1279639726494673.0.291657509 Messages/s,U
2010-07-20 08:26:46.1279639606526000,2010-07-20 08:26:46,1279639606490890.0.266627739 Messages/s,U
2010-07-20 08:24:46.1279639486495000,2010-07-20 08:24:46,1279639486473368.0.258318523 Messages/s,U
2010-07-20 08:22:46.1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages/s,U
2010-07-20 08:20:46.1279639246469000,2010-07-20 08:20:46,1279639246460346.0.283253871 Messages/s,U
2010-07-20 08:18:46.1279639126469000,2010-07-20 08:18:46,1279639126426669.0.274982804 Messages/s,U
2010-07-20 08:16:46.1279639006437000,2010-07-20 08:16:46,1279639006419168.0.283315503 Messages/s,U

Figure 41: Export Text Report Window
3. Select and copy the contents of the Export Text Report window.

This data can now be pasted into a third-party document such as a
spreadsheet.

Printing Reports

1. Create a chart or text report. For more information, see “Reports”
on page 49.

NetApp StorageGRID
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2. Right-click the chart or report and select Print (for text reports) or
Print Picture (for chart reports).

The Print dialog box opens.
3. In the Print dialog box, select printing options and then click Print.

The report is printed.
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Data Flow

The flow of data as objects are ingested, replicated,
retrieved, and purged

Key Concepts

Client Shares

NetApp StorageGRID
215-06989_A0

To follow objects through the grid as they are processed, you need to
understand these concepts:

¢ Client shares and FSG managed file system
*  FSG replication groups

* Topology queries

¢ HTTP protocol commands

« ILM policy

¢ Owner CMS and metadata replication

¢ Object content handle

Only a very brief overview is provided here. For more information, see
the Administrator Guide.

and FSG Managed File System

In order to communicate with the FSG service, client applications map
a network drive to the FSG file share, for example, /fsg/myDirectory. The
FSG service supports CIFS and NFS file share protocols. For more
information on client integration, see the Administrator Guide.

Applications interface with the grid via the FSG’s “managed file
system”. There is one managed file system per FSG and it is mounted
at /fsg. The managed file system contains file pointers that point to the
file’s location in the grid. The FSG managed file system shown in Fig-
ure 42 contains a file pointer for the object /fsg/myDirectory/image.jpg.
The FSG uses the object’s unique identifier to communicate with the
CMS service (via the LDR service) which tracks where the object is
stored on the Storage Nodes (LDR service) and on the Archive Nodes
(ARC service).
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FSG CMS LDR/ARC
Al Pz Content Medatada Stored Content
Ilfsg/myDirectory/ g
image.jpg —— Unique FSG file path
Identifi FSG replication group
ent Iel‘\\ Ingest time
Content location
Cache =

Image
Jpg

Figure 42: FSG File Pointers

The FSG cache contains recently stored and retrieved files. The
purpose of the cache is to speed up data access for clients. Unaccessed
tiles in the FSG cache are swapped out to make room for new files,
leaving a file pointer that allows the file data to be re-cached if the
client later retrieves the file. Files are swapped out of the FSG cache in
approximately least-recently accessed order.

For a detailed discussion on FSG cache, see the Administrator Guide.

FSG Replication Groups

60

All FSGs belong to replication groups. A replication group contains a
primary FSG and one or more secondary FSGs. The primary FSG
provides read and write access to clients. The secondary FSG provides
a mirror of the primary FSG’s managed file system for redundancy in
case the primary FSG fails or must be taken out of service.

FSG Replication Group

Primary FSG ——File Pointer Replication—{ FSG

Content

&

Figure 43: FSG Replication Group

The primary FSG replicates its file pointers (for instance Figure 44
shows the pointer for /fsg/myDirectory/image.jpg) to the secondary FSG.

NetApp StorageGRID
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Primary FSG Secondary FSG

File Pointers File Pointers

| File Pointer
[fsg/myDirectory/ Replication [fsg/myDirectory/
image jpg image jpg

Figure 44: FSG File Pointer Replication

Depending on the configuration, the secondary FSG may also provide
read-only client access and may perform backups of the file system
into the grid for additional redundancy.

The following FSG replication groups are available:
* Basic Gateway replication group

* High Availability Gateway replication group

For a detailed review of each type of FSG replication group, see the
Administrator Guide.

Topology Queries

When a grid service needs information from another service or needs
an action to be performed by another service, it contacts the ADC
service to find the best service to process the request. This is called a
topology query. The ADC service responds to each query with the
latest information received from the grid. The information maintained
by the ADC service includes CPU load, amount of available disk
space, supported services, and location.

HTTP Protocol Commands

Internally, FSGs use standard HTTP protocol commands over a secure
connection to communicate with LDRs to store, retrieve, and purge
objects. For example, the FSG issues a PUT command to the LDR
service to store an object into the grid, a GET command to retrieve the
object, and a DELETE command to purge the object.

CMS Operation

The CMS service performs two important functions within the grid:

* stores and manages object metadata.

NetApp StorageGRID 61
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ILM Policy

62

* manages content replication to ensure the Information Lifecycle
Management (ILM) policy for the grid is satisfied.

Object metadata is information related to or describing an object
stored in the grid, for instance ingest file path, FSG replication

group ID, file modification time, storage location, and so on. Metadata
is stored in databases maintained by the CMSs. To ensure redundancy,
the grid stores multiple copies of the object metadata in different
databases.

In addition to managing metadata, the CMS services manage content
replication to ensure that the grid’s ILM policy is satisfied. The owner
CMS carries out the ILM’s instructions for storing objects in the grid
over time (where to store the objects, how many copies to store, and
for how long).

The ILM policy defines how and where objects are stored in the grid.
At a high level, ILM policies dictate:

* Geography — the permanent location of an object
* Storage grade — the type of storage used to store an object
¢ Replication — the number of copies to make of an object

* Retention — the changes over time to the location, storage grade,
and number of copies of an object.

Location, storage grade, and the number of copies can vary over time.
In the ILM policy example shown in Figure 45, a file is ingested into
the grid via an FSG. At ingest, two copies of the object are stored in the
Data Center site on SAS disks and one copy is stored in the Disaster
Recovery site on SATA disks. One year after ingest, one copy at the DC
site is deleted and one copy is created on archive media at the DR site.

NetApp StorageGRID
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ILM Policy Applied at Day 0 (Ingest)
N

Archive
media

Archive
media

Figure 45: Information Lifecycle Management Policy Example

Owner CMS and Reproduction of Metadata

NetApp StorageGRID
215-06989_ A0

The first CMS service to get the object metadata when an object is
ingested into the grid is referred to as the owner CMS. The owner CMS
then copies the metadata to other CMS services.

A grid has either CMSs that use metadata replication or CMSs that use
metadata synchronization. If the CMSs use metadata replication, the
metadata is copied to all CMSs in the same CMS replication group as
the owner CMS. Metadata also follows content: for each copy of the
data that is made, one copy of metadata is stored on a CMS in the same
location as the data. If the CMSs use metadata synchronization, the
owner CMS synchronizes metadata with all other read-write CMSs in
the grid. After a grid that uses synchronized metadata has been
expanded to add metadata storage capacity, the metadata is synchro-
nized to all CMSs of the same generation as the owner CMS.

NOTE Metadata synchronization is deprecated and no longer supported.

For a detailed review of the two kinds of CMS and their operation, see
the Administrator Guide.
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Object Content Handle

The grid assigns a unique identifier to each object ingested into the
grid. This identifier is called a “content handle”, that is, a unique iden-
tifier (UUID). The grid uses the content handle to refer to the object. As
long as the object is referenced by the client application, it is said to
have a content handle. When the client application deletes the object,
the object’s content handle is said to be released.

Object Lifecycle

Figure 46 below follows an object as it is ingested, retrieved, becomes
inactive, and is finally deleted:

* The client application creates the file over CIFS/NFS. The file is
ingested into the grid in the background from the FSG to an LDR
over HTTP and is replicated according to the ILM policy. The file is
also stored in the FSG cache.

*  When the client reads the file, the file is retrieved either from the
FSG cache over CIFS/NFS or from the LDR to the FSG and out to
the client over CIFS/NFS.

* Aninactive file may be swapped out of the FSG cache to make
room for more recent or more active files

¢ When the client deletes the file, removal from the FSG triggers a
removal notification to the LDR.

NOTE When an object is ingested, replicated, retrieved, modified, or purged,
it may take several minutes for the NMS Ml to display updated attri-
bute values.
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Figure 46: Object Lifecycle
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Ingest

Data Flow

66

D—File—» Primary FSG HTTP—» LDR —Metadata—» Owner CMS

Object ingest refers to the process of a client application storing
content into the grid.

See Figure 47 below for a simplified step-by-step description of what
happens when objects are ingested into the grid.

When a client saves a file to the FSG file system (for example to the
mapped network drive /fsg/myDirectory), the FSG stores a local copy in
its cache and streams the file to permanent storage via an LDR. The
LDR assigns a unique identifier (a content handle) to the file and trans-
mits this information to the FSG. The LDR also transmits the object
metadata to the CMS. The primary FSG replicates the content handle
and file pointers to the other FSGs in its replication group, and the
CMS replicates the metadata to other CMSs in the grid.

@

File Pointer/UUID

l . Metadata
Secondary
FSG Other LDRs @ Other CMSs

8
@ Fie T

FSG Cache @

Ob!ect@

Unique
Identifier

—
Spinning
disks

Figure 47: Ingest Data Flow

The client application saves a file to the primary FSG managed file system
via its mapped network share, for example /fsg/myDirectory. This triggers
an FSG “create operation” and as a result the FSG creates a file pointer for
this object. The primary FSG replicates the file pointer to the other FSGs in
its replication group.

The primary FSG saves a copy of the object in its cache.
The primary FSG stores the file to an LDR via an HTTP PUT command.

The LDR that is chosen depends on the result of an ADC topology query.

NetApp StorageGRID
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The LDR saves the object to spinning disk and allocates a “content handle”,
that is, a unique identifier (UUID), to the object.

@

The LDR notifies a CMS that a new piece of content has been ingested and
sends the object metadata, which includes the unique identifier, to the
CMS. This CMS becomes the owner CMS. The CMS that is chosen depends
on the result of a topology query.

(o

The LDR sends the unique identifier (UUID) to the primary FSG. This

@ UUID is used by the FSG to uniquely identify the object. Thus, the FSG
uses the UUID to retrieve, query, and delete the correct object from the
grid.

The primary FSG sends a replication message that contains the UUID to
the other FSGs in its replication group.

@

The owner CMS replicates the metadata and content location to the other
CMSs. If the grid uses metadata replication, metadata is replicated to a
subset of the CMSs; otherwise, content metadata is synchronized across all
read-write CMSs.

@

NOTE Metadata synchronization is deprecated and no longer supported.

Related Attributes

The actual shape of Table 12 below lists some of the NMS MI attributes used to track what
the trends varies happens when a single object is ingested into the grid.

with each grid and

depends on ingest,

replication, and

purging rates.
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Table 12: Object Ingest Attributes

Component

Attribute Changes

Primary FSG » Storage

a Timing

Overview | Alarms

Reports Configuration

Main

v

Overview: FSG (170-177) - Storage

Updsted: 2010-07-20 08:52:50 FOT

Total Cache
Total Cache Available

225 GB

225GB
Percentage Total Cache Available 99 955 %

Normal

Cache Status

File System Operations

Cached Files:
Inodes Used
Inodes Available:

0

8
199,999,992

F‘ercenfage Thodes Avalable

100 %

Create Operations: 220
Bytes Read from Disk: 61MB
Bytes Written to Disk 98.9 MB
Disk Read Rate 1.91 KB/s
Disk Write Rate: 212 KBIs

File Transfer Summary

Node

Site A/130-54/FSG Idle = 0 T 0Files/s T 0B/s

Store to Grid

Status  Stores Active File Store Rate Data Store Rate Retrieves ,
=2 o B8

Files Stored to Grid - Pending:
Files Stored to Grid - Attempted
Files Stored to Grid - Successful

Tiles Stored 1o Gnd - cancened
Files Stored to Grid - Retrying
Files Stored to Grid - Retries

Files Stored to Grid _ Reingested

0
22
223
U
0
0

Bytes Stored to Grid

File Store Rate
Data Store Rate:
File Store Latency:

0
13.3MB

0 Transactiorfe

0B/s
0us

Create Operations (FCRO): The number of new files or
folders created in the file system increases by 1.

The number of Create Operations
on the Primary FSG increases by 1
each time a file is saved to the FSG
file share.

FSG >Storage >Create Operations

Time

Inodes Used (FSIU): The number of inodes (files and
directories) used on the FSG file system increases by 1.
Inodes Used and Create Operations can differ if objects
are deleted and their inodes are later re-used for new
objects.

Inodes Available (FSIA): The number of inodes (files
and directories) available on the FSG file system
decreases by 1.

Files Stored to Grid — Successful (FSGC): The number
of files stored persistently on the grid increases by 1.
The value increases after the FSG receives an acknowl-
edgment from the LDR that the file has been
successfully stored into the grid (which is at the same
time as it receives the unique identifier from the LDR).

The number of Files Stored to
Grid on the Primary FSG
increases by 1 each time afile is
ingested via the FSG.

FSG > Storage > Files Stored to Grid

Time

Files Stored to Grid — Attempted (FSGA): The number
of initiated file transfers to the grid increases by 1.

68
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Table 12: Object Ingest Attributes (cont.)

Component

Attribute Changes

Files Stored to Grid — Pending (FSGP): The number of
new files cached locally and waiting for transfer to the
grid for persistent storage increases by 1 temporarily,
and decreases again once the file has been stored.

Bytes Stored to Grid (FSGB): The number of bytes
ingested successfully into the grid increases by an
amount equivalent to the file size.

Bytes Read from Disk (FSRB): The number of bytes
read from disk increases. File ingest generates multiple
read operations as the FSG reads the file and stores it to
the grid.

Bytes Written to Disk (FSWB): The number of bytes
written to disk increases. File ingest generates multiple
write operations to disk for the creation of the file and
the saving of the file content and metadata.

Total Cache Available (FSTA): The total local cache
space on the primary FSG still available for use
decreases unless the minimum value has been reached.
After that, the primary FSG swaps files out of the cache
to make room for the file that has been ingested. The
cache may dip below the minimum value temporarily if
files are being created faster than existing files can be
swapped out.

As objects are ingested, Cache
Available decreases until it reaches
the minimum set value.

FSG > Storage > Total Cache Available

Time

NetApp StorageGRID
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Table 12: Object Ingest Attributes (cont.)

Component Attribute Changes

Cached Files (FSCF): The number of cached files on the
primary FSG increases by 1 unless the cache is full. The
number of cached files will generally stabilize once the
Total Cache Available reaches its minimum, but may
fluctuate as files are added and removed from the cache
depending on file size.

—
9*%-’.
3
-
£
S
5l As objects are ingested, the number of
g cached files increases until it the
& cache is full.
2
Time
FSG »Shares Files (FSSF): The number of files ingested on this share
vy FsG will increase by 1 the next time a backup takes place.
D Storage
+# Replication
Ba] Backup
Q Shares The number of files stored on
EEIEERED the share increases by 1
£ Events " . s
% Resources 3 each time a file is ingested
i into the grid.
@ Timing % 4
£
Overview | Alarms Reports Configuration ':\'
Wain g
b Overview: FSG (170-41) - Shares
Updated: 2010-07-20 08:12:50 PDT
File System Shares Time

Share Name | Files Used Remaining | Quota Used (Week) Remaining (We

shareODir |8 H912B T 0B & 0B H129B & 08 o ) .

vt smip mon = |os miwem os =n Used (FSSB) and Used (Week) (FSSR): The total size

sz |SEIWR BB B |08 HssmeE 05 & of all files referenced by this share will increase by an
amount equivalent to the file size the next time a backup

takes place.

Remaining (FSSA) and Remaining (Week) (FSSL): If a
quota has been configured for the share, the total
amount of space remaining on the share will decrease
by the size of the file.
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Table 12: Object Ingest Attributes (cont.)

Component Attribute Changes
LDR » HTTP Inbound PUTs — Successful (HIPC): The total number of
. HTTP PUT (“content store”) requests that have been
LR Loe completed successfully by the LDR increases by 1.
Storage

8 Verification

## Replication

i comi

@ HTTP

£ Events The number of LDR HTTP

Lg' ?I:::rm PUTsincreases by one on the

- Overview: LDR (130-156) - HTTP
\ Updsted: 2010-12-22 12:12:28 PST

HTTP Sessions

Currently Established Incoming Sessions

Incoming Sessions - Attempted 4.405
Incoming Sessions - Successful 3,696
Incoming Sessions - Failed 699
HTTP GET

Inbound GETs - Attempted 1,303
Inbound GETs - Successful 1,183
Inbound GETs - Failed 68
HTTP Metadata GET

Inbound Metadata GETs - Attempted

Inbound Metadata GETs - Successful

Inbound Metadata GETs - Failed

HTTP PUT

Inbound PUTs - Attempted 623
Inbound PUTs - Successful 593
Inbound PUTs - Cancelled i
Inbound PUTSs - Failed 29

"ingest" LDR each time a file
is ingested into the grid.

LDR >HTTP > Inbound PUTs

Time

Inbound PUTs — Attempted (HAIP): The total number of
HTTP PUT (content store) requests that have been
received by the LDR also increases by 1.

NOTE Transactions that occur via CDMI do not result
in an update to these attributes.

NetApp StorageGRID
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Table 12: Object Ingest Attributes (cont.)

Component

Attribute Changes

LDR » Storage

-9 LDR
Storage
Verification
## Replication
WP comi
WP HTTP
£ Events
Li:. Resources
& Timing
Overview | Alarms

Reports

‘Configuration

Main

)

Overview: LDR - Storage

Updated: 2010-07-20 10:28:58 FDT

Storage State - Desired
Storage State - Current
Storage Status:

Storage Volume Balancing:
Utilization

Toial Space

Online
Online
No Errors

Auto

Total Usable Space

Total Usable Space (Percent)
Total Free Space

Total Free Space (Percent)
Total Persistent Data

Total Persistent Data (Percent)

Total Usable Space (STAS): The total amount of object
storage space that is currently available to be used to
store objects decreases by an amount roughly equiva-
lent to the file size.

As objects are stored on the LDR,
total usable space decreases.

LDR > Storage > Total Usable Space

Time
Total Usable Space (Percent) (SAVP): The total amount
of object storage space (displayed as a percentage) that
is currently available to be used to store objects
decreases by an amount roughly equivalent to the file
size.

Total Free Space (SUSA): The total amount of all free
space — available to be used or not — on all object stores

Total Cached Data 479 MB
e == dgcreases by an amount roughly equivalent to the file
Ohiecta Committed 1,353 I Size.
ST Py ot
Purge Senice Stats Enatied Total Free Space (Percent) (SUSP): The total amount
Object Stores _ (displayed as a percentage) of all free space — available
D Molal " Amiable " StoredDataStored (%) [CachedDea to be used or not — on all object stores decreases by an
0000 62.1GB 61.9GB o 56.1 MB T 0.09 % 47.9 MB R . .
amount roughly equivalent to the file size.
Total Persistent Data (SPSD): The estimate of the size of
the persistently stored data increases by an amount
roughly equivalent to the file size.
Objects Committed (OCOM): The number of object store
operations that have been processed by the LDR
increases by 1.
3 The number of objects
£ committed by the LDR
E increases each time a file is
§ ingested into the grid.
:
|
Time
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Table 12: Object Ingest Attributes (cont.)

Component

Attribute Changes

CMS » Metadata

E- @ oS

| Database
s Synchronization

L Events
L'lf. Resources

) Timing

=
e

Stored Objects:
anaged Objects:

Overview: CMS (170-41) - Content

Updated: 2010-07-20 10:03:12 FDT

Fayt.}

Information Lifecycle Management

ILM Implementation ILh-test
ILM “ersion 110

Objects with Post-Processing Pending o

NOTE For grids that use synchronized
metadata, the attributes Stored
Objects and Managed Objects
are shown under the Content
component. For grids that use
metadata replication, these two
attributes appear under the
Metadata component.

Metadata synchronization is
deprecated and no longer
supported.

Stored Objects (CO0T): The number of objects in the
CMS metadata database increases by 1 on all CMSs in
the same CMS replication group in a grid that uses
metadata replication, and on all read-write CMSs in a
grid that uses metadata synchronization.

The number of stored objects
increases by 1 on a subset of
CMSs each time a file is
ingested into the grid.

CMS >Content > Stored Objects

Time

Managed Objects (COoM): The number of objects
owned by the owner CMS increases by 1.

The number of managed
objects increases by 1 on the

8

H ?wner CI\:’IS each t|n.1e afileis x/”x(
g ingested into the grid. L

% x((«/’?{

o

£

S a,?/’(’((

o

=

=]

Time
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Table 12: Object Ingest Attributes (cont.)

Component

Attribute Changes

CMS p Database

E- @ oS
[ contert
[ Metadsta
o Tasks
B
s Synchronization

L Events

L":. Resources

) Timing

Overview |\ Alarms Reports

‘Configuration

Main

I! Overview: CMS (171-151) - Database

Updsted: 2011-04-12 15:08:24 FOT

Type mysal
Engine InnoDB
Object Location Indexing Enabled
Database Statistics
Transactions 2,344 651
Transaction Rate 4452 Transactions/s
Connections 7
Tablespace
Allocated Tablespace 33.3GB
Erec Tahl 17 GA
I Free Tablespace (Percent) 95.123 % I
Ectimatad Ohiact Capacity: 26 195 £1
I Estimated Remaining Object Capacity: 25,169,394 |

Free Tablespace Percent (DBSP): The amount of space
remaining in the metadata database decreases. MySQL
manages free tablespace in chunks. Ingesting (or delet-
ing) a single object may not change the reported free
table space. Ingesting (or deleting) many objects will
eventually change the free table space.

The free tablespace in the
CMS metadata database
decreases each time a file is
ingested into the grid.

CMS > Database > Free Tablespace

Time

Estimated Remaining Object Capacity (CORS): The
estimate of how many more objects can be tracked in
the CMS metadata database decreases by 1.

The estimated remaining
object capacity on the CMS
decreases by 1 each time a
file is ingested into the grid.

CMS > Database > Estimated Remiaing Object Capacity

Time
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Content Replication

Following ingest, the object is replicated according to the grid’s ILM
policy. Content replication refers to the process of making copies of the
object in order to satisfy the ILM policy.

Data Flow

The owner CMS, which is the first CMS to receive the object metadata
from the LDR, controls the replication, that is, ensures that the correct
number of copies are stored in the correct locations for the duration
specified by the ILM policy. See Figure 48 below for a simplified step-
by-step description of what happens as objects are replicated.

@ @

Replication Pull data
request l request l

Owner CMS |«Confirmation— CEB e

«—Object— Source LDR

LDR
| ® ®
@ Updated
metadata ——— <
Spinning Spinning
Other CMSs

Figure 48: Replication Data Flow

The owner CMS queries the ADC to determine the best destination LDR
within the storage pool defined by the ILM policy, and sends that LDR a
command to initiate replication.

The destination LDR queries the ADC for the best source location and
sends a replication request to the source LDR.

The source LDR sends a copy of the object to the destination LDR.

® ® @ ©

The destination LDR notifies the CMS that the object has been stored.

The owner CMS updates the location information and distributes that
@ information to the other CMSs that store metadata for this object.

Related Attributes

Table 13 below lists some of the NMS MI attributes used to track what
happens when a single object is replicated.
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Table 13: Object Replication Attributes

Component Attribute Changes

CMS p Content Objects with ILM Evaluation Pending (ORpe): The
number of objects waiting to be processed through the

B- Chs . . . .
o business rules for replication increases by 1 when the

[ Metadsta object is ingested into the grid and decreases by 1 once
A Tasks replication is complete.

| Database

;l_” S rertzsten Active Replications (DCdA): The number of objects in

|y Resources the process of being replicated increases by 1 when rep-
@ Timing lication starts and decreases by 1 when replication is

complete.

Main

£ 2 Overview: CMS (170-176) - Content

f_j Updsted: 2010-07-20 10:25:55 FOT

Information Lifecycle Management

ILM Implementation Baseline 2 Copy Rule
ILM Version 0

Objects with Post-Processing Pending

As an object is replicated, the
number of Active Replications goes
up and then goes back down when L

1

0

Objects with ILM Evaluation Pending 0
jects with Unachievable ILM Evaluations 0

0

3

Objects Marked for ILM Re-evaluation
Lost Objects

CMS > Content >Active Replications

MNext Deferred Object Re-evaluation Time 2010-07-20 14:00:00 PDT replication is completed.
ILM Evaluations 5,118

I'rmrmmm:e T OB AN
Average ILM Evaluation Time Ous Time

Object Replication

s T SO 1 ILM Evaluations (ILev): The total number of ILM evalua-
Iﬁﬁ%‘(ﬁéﬁlé&?&is TR | tions that have been performed to date increases when

the object is evaluated after ingest and again when the
object has been replicated.

NOTE The number of evaluations is dependent on the
ILM rules for the grid.

Total Replications (DCAT): The total number of object
replications performed by the owner CMS since grid
start-up increases by 1 each time a copy is made.

Each time a replica of an object is
made, the number of Total
Replicationsincreases by 1.

CMS > Content > Total Replications

Time
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Table 13: Object Replication Attributes (cont.)

Component

Attribute Changes

LDR » Storage

-9 LDR
Storage
Verification
## Replication
WP comi
WP HTTP
£ Events
Li:. Resources

& Timing
Overview | Alarms

Reports

‘Configuration

Main

)

Overview: LDR - Storage

Updated: 2010-07-20 10:28:58 FDT

Storage State - Desired
Storage State - Current
Storage Status:

Storage Volume Balancing:
Utilization

Total Space

Online
Online
No Errors

Auto

621 GB

Total Usable Space

Total Usable Space (Percent)
Total Free Space

Total Free Space (Percent)
Total Persistent Data

Total Persistent Data (Percent)

619 GB
99 602 %
619 GB
99 602 %
56.1 MB
009 %

ToTaT CaCed DA

Block Reads
Block Writes

AT IS

3,763
2724

Objects Retrieved
Objects Committed

1.274
1,353

OBECTs POTgea
Purge Senice State

Object Stores

D Total
0000 62.1GB

Available
61.9GB

Stored Data
T 56.1 MB

Stored (%)
T 0.08 %

T
Enabled

Cached Dza
47.9 MB

Total Usable Space (STAS): The total amount of object
storage space that is currently available to be used to
store objects decreases by an amount roughly equiva-
lent to the file size.

Total Usable Space (Percent) (SAVP): The total amount
of object storage space (displayed as a percentage) that
is currently available to be used to store objects
decreases by an amount roughly equivalent to the file
size.

Total Free Space (SUSA): The total amount of all free
space — available to be used or not — on all object stores
decreases by an amount roughly equivalent to the file
size.

Total Free Space (Percent) (SUSP): The total amount
(displayed as a percentage) of all free space — available
to be used or not — on all object stores decreases by an
amount roughly equivalent to the file size.

Total Persistent Data (Percent) (SPSD): The estimate of
the size of the persistently stored data increases by an
amount roughly equivalent to the file size.

Total Persistent Data (Percent) (SPDP): The percentage
of the total storage space used by persistent data on
each destination LDR increases by an amount roughly
equivalent to the size of the replicated object.

Objects Retrieved (ORET): The number of persistent
objects retrieved from the source LDR increases by 1.

Each time an object is copied
froman LDR, the number of
Objects Retrieved increases by 1.

LDR > Storage>Objects Retrieved

Time

Objects Committed (OCOM): The number of persistent
objects stored on each destination LDR increases by 1.
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Table 13: Object Replication Attributes (cont.)

Component

Attribute Changes

<destination> LDR » Replication

Overview | Alarms

Reports Configuration

Main

b Overview: LDR (CSN1-A-1) - Replication
N { .

Updsted: 2010-07-20 10:45:27 FDT

Inbound Replication

Inbound Replication Status
Inbound Replications - Reguested

Mo Errors
5478320
Inbound Replication Request Rate: 0 Transactions/s
Inbound Replications - Queued,

Inbound Replications - Sessions o

Inbound Replications - Active o

Inbound Replication Rate 0 Transactions/s

Inbound Replications - Completed 5472 834
AGO0N REpNCatone - Fals P
Inbound Transfer Rate 0B/s
Inbound Bytes Received 2585 GB

Inbound Replications Completed (RIRC): The total
number of objects replicated to the destination LDR
increases by 1.

Each time an object is copied
to an LDR, the number of
Inbound Replications
Completed increases by 1.

LDR > Replication >inbound Re plications Completed

Time

<source> LDR P Replication

Dverview \| marms

Reports Configuration

Main

- Overview: LDR (SN3-A-1) - Replication
N ( P

Updated: 2010-07-20 10:45:27 PDT

Inbound Replication

Inbound Replication Status:
Inbound Replications - Requested
Inbound Replication Reguest Rate:
Inbound Replications - Gueued

No Errars

2,498 507

0 Transactions/s
o

Inbound Replications - Sessions: a

Inbound Replications - Active a

Inbound Replication Rate: 0 Transactions/s
Inbound Replications - Completed: 2496 398
Inbound Replications - Failed 2,109

Inbound Transfer Rate: 0Bfs

Inbound Bytes Received. 1,346 GB
Inbound Replication Summaries

Source Sessions Status. Pending
Site/170-177/LDR 0 = Idle o0 =
Outbound Replication

Qutbound Replication Status: Mo Errars
Qutbound Replications - Reguested 4,243 826
Qutbound Replication Request Rate: 0 Transactions/s
Qutbound Replications - Queued

Qutbound Replications - Sessions o

Qutbound Replications - Active o

QOutbound Replication Rate: 0 Transactions/s

|Outhuund Replications - Completed 4242 346
TRBGUND HEpNCamans - T aned TAB0

Outbound Transfer Rate 0B/s

Qutbound Bytes Sent 2F633 GB

Outbound Replications Completed (RORC): The total
number of objects replicated from the source LDR
increases by 1.

Each time an object is copied from an
LDR, the number of Outbound
Replications Completed increases by 1.

LOR > Replication >Outbourd Replications Com pleted

Time

78

NetApp StorageGRID
215-06989_ A0



Data Flow

Content Replication to Archive Media

Data Flow

NetApp StorageGRID
215-06989_ A0

The Archive Node provides an interface between the grid and an
archival media device which is external to the grid. The Archive Node
communicates with a middleware layer that manages access to the
physical storage device. Currently supported archive devices include
any storage device managed by Tivoli Storage Manager (such as a tape
library).

If the ILM policy requires an object to be stored on archive media, the
CMS sends a request to the Archive Node which in turn sends the
object to the middleware (see Figure 49).

Replication Pull data
request request
) 4 \ 4
) . Copy
Owner CMS «Confirmation— ARC <_Object_‘ Source LDR

. Upcliate ’_> | .

Met'cidata . Confirmation  ©OPject .

—

Other CMSs Middleware
disks
[
Object
Archive
Media

Figure 49: Archiving Data Flow

The owner CMS sends a request to the ARC to store a copy of the object on
archive media.

The ARC queries the ADC for the best source location and sends a request
to the source LDR.

The ARC retrieves the object from the LDR.

The ARC sends the object to the archiving middleware which in turn
copies it to the archive media.

The middleware notifies the ARC that the object has been stored.

79



Grid Primer

@ The ARC notifies the CMS that the object has been stored.

The owner CMS updates the location information and distributes that
@ information to the other CMSs that store metadata for this object.

Related Attributes

Table 14 below lists some of the NMS attributes used to track object
replication to archive media.

Table 14: Object Replication to Archive Node Attributes

Component Attribute Changes
ARC » Store Active Objects (AROP): The number of objects in the
]
. process of being written to archiving media increases by
=9 o etedton 1 as the object is being archived and decreases by 1 once
o) Store the object is archived.
E Retrigve
§ Middlevvare
£ ;"e”‘s As an object is replicated by the ARC, the number
@ T::::mes b of Active Objects goes up and then goes back
‘6; down when replication is completed.
.é
*
ool overiew: ARC (ARC1-A-1) - Store o
Updated: 2010-07-20 11:03:19 PDT ‘}‘e
3
Archive Store State Online <
Archive Store Status: Mo Errors
Archive Store Overview | | ' | | | ' | | | | | | | | | '
| Active Objects: ?‘ ey |

rchive Hate: Time

Archived Objects: B12 443
Archived Bytes: 564 GB

o A o Archived Objects (AROA): The total number of objects

Furged Objects: 0 . . . . .
Purged Bytes: = written to archive media by this ARC increases by 1.

NOTE The grid does not know how
much installed and available
storage is on the archival media
device attached to the
Archive Node.

Each time an object is replicated to
archive media, the number of Archived
Objects increases by 1.

ARC > Store > Archived Objects

Time

Archived Bytes (ARBA): The total amount of content
written to archive media increases by an amount equiv-
alent to the file size.

80 NetApp StorageGRID
215-06989_A0



Data Flow

Table 14: Object Replication to Archive Node Attributes (cont.)

Component

Attribute Changes

ARC P Replication

o Overview: ARC (ARC1-A-1) - Replication

w Updated: 2010-07-20 11:19:51 FOT

Inbound Replication

Inbound Replication Status
Inbound Replications - Requested:

Inbound Replication Reguest Rate:
Inbound Replications - Gueued
Inbound Replications - Sessions:
Inbound Replications - Active
Inbound Replication Rate:

Mo Errors
1

0 Transactions/s
o

a
o
0 Transactions/s

l\;gound Replications - Completed:

1 |

MBOUNT RERNCATIons - T aned

u

Inbound Replications Completed (RIRC): The total
number of objects replicated to the destination ARC
increases by 1.

Inbound Transfer Rate: 0Bfs
Inbound Bvtes Received 823 KB
LDR » Storage Objects Retrieved (ORET): The number of persistent
- LOR objects retrieved from the storage system of the source
o0 LDR increases by 1 each time the object is replicated
Verification . .
. from this source LDR to the Archive Node.
U comi
P HTTP
_',J Events
|§'y Resources '% Each time an object is copied
@ Timing 3 froman LDR, the number of
- % Objects Retrieved increases by 1.
Overview |\ Alarms Reports ‘Configuration E
i 3
5
Overview: LDR - Storage g
Updated: 2010-07-20 10:28:568 POT ‘}‘e
P
=
Storage State - Desired. Online
Storage State - Current: Online
Storage Status No Errors
Storage Volume Balancing Auto
Time
Utilization
Total Space 62.1GB
Total Usable Space 61.9GB
Total Usable Space (Percent) 99.602 %
Total Free Space 61.9GB
Total Free Space (Percent) 99.602 %
Total Persistent Data 56.1 MB
Total Persistent Data (Percent) 0.09 %
Total Cached Data 47.9 MB
Block Reads 3,763
Block Write: 2724
Objects Refrieved 1274 |
roitted 1,333
Objects Purged 794
Purge Serice State Enabled
Object Stores
ID Total Available Stored Data Stored (%) Cached Dza
0000 62.1GB 61.9GB T 56.1 MB T 0.09 % 47.9 MB

NetApp StorageGRID
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Table 14: Object Replication to Archive Node Attributes (cont.)

Component

Attribute Changes

LDR P Replication

Storage
Verification
Replication

Dverview \| marms

Reports Configuration

Outbound Replications - Completed (RORC): The total
number of objects replicated from the source LDR
increases by 1 each time the object is replicated from
this source LDR to the Archive Node.

Each time an object is copied from an
LDR, the number of Outbound
Replications Completed increases by 1.

Main

“™ _  Overview: LDR (SN3-A-1) - Replication

N

Updated: 2010-07-20 10:45:27 PDT

Inbound Replication

Inbound Replication Status
Inbound Replications - Reguested:
Inbound Replication Reguest Rate:
Inbound Replications - Queued,
Inbound Replications - Sessions
Inbound Replications - Active
Inbound Replication Rate

Inbound Replications - Completed
Inbound Replications - Failed

Inbound Transfer Rate
Inbound Bytes Received

Inbound Replication Summaries

Source Sessions
Site/170-177/LDR 0 8

Qutbound Replication
Qutbound Replication Status
Qutbound Replications - Reguested
Qutbound Replication Request Rate:
Qutbound Replications - Queued:
Qutbound Replications - Sessions
Qutbound Replications - Active:
Qutbound Replication Rate

Status.

LDR > Replication >Outbound Replications Completed

Mo Errors
2,498,507
0 Transactions/s

0 Time
i]

0 Transactions/s
2,496 398
2,108

0B/s
1346 GB

Pending
8¢ 3

No Errars
4243826

0 Transactions/s
o

a
o
0 Transactions/s

Qutbound Replications - Completed

4,242 346

LU 19 g1 =)l ot L e

Outbound Transfer Rate:
Qutbound Bytes Sent

TAE0

0Bfs
2B33GB

Retrieval

Retrieval refers to what happens when a client application accesses a
file stored in the grid. There are two scenarios:

e The file is in the FSG cache.
e The file is not in the FSG cache.
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Data Flow

File in FSG Cache

.. File
e— |
Fil System

. Is file in cache?

Read Gateway

request Node
<
Client .

Figure 50: Retrieval Data Flow — File in Cache

. The client requests the file.

. The file system (CIFS/NFS) finds the file in the FSG cache.

. The client reads the file.

File Not in FSG Cache

If the file is not in the FSG cache, the FSG sends a request to an LDR.
The LDR returns the file if it has it. Otherwise, the LDR retrieves it
from another LDR or an ARC after getting the file location from the
CMS (see Figure 51). Retrieval preferentially goes to spinning media
under normal performance load balancing. When there is no higher
grade copy accessible, the retrieval request is directed to the
Archive Node.
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’—> CMS

Location query
if not on LDR

Return
FSG Cache . |ocal:ion .

0y
. . File . | .

@7 Read | psg —MTTP 1 |pr | -ReAUeSt, goyrce LDR
request GET object
< 5 |
Cl+ent . Is it on this LDR? Get object
Fil

——
Spinning
disks

Figure 51: Retrieval Data Flow — File Not in Cache

——
Spinning
disks

Object:

The FSG receives a read request from a client.

Since the FSG cannot find the file in its cache, the FSG submits an HTTP
GET command to an LDR. The LDR is chosen based on the result of an
ADC topology query.

The LDR checks if it has the object. If yes, it sends it to the FSG.

If the LDR does not find the object, it requests the location from a CMS. The
CMS is chosen based on the result of a topology query.

The CMS returns the object location to the LDR.
The LDR retrieves the content from the LDR or ARC that has it and sends it

to the FSG.

The LDR starts streaming the object to the FSG. Note that the object does
not persist on the LDR.

The FSG sends the file to the client as soon as it has retrieved enough data
from the LDR (it does not wait until it has retrieved the entire file).

The FSG stores the file in its cache for future use by the client.
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Related Attributes

Table 15 below lists some of the attributes used to track what happens
when a client retrieves an object stored in the grid.

Table 15: Object Retrieval Attributes

Component Attribute Changes
FSG » Storage Total Cache Available (FSTA): The total local cache
. space that is still available for use does not change if the
E'qg‘gmage file was already in the cache. Otherwise, total cache
# Replication available decreases unless the minimum value has been
&R Bacin reached.
D Shares
‘__J E"B"‘t:*’”‘m Bytes Read from Disk (FSRB): If the file is not in the
VEn .
& Fesowces FSG cache, the number of bytes read from disk
@ Timing increases. File retrieval generates multiple read opera-
T tions as the FSG retrieves the file from the grid and the
Overview Alarms Reports ‘Configuration . . . .
an client application accesses the file.
b Overview: FSG (170-177) - Storage Bytes Written to Disk (FSWB): If the file is not in the
FSG cache, the number of bytes written to disk
Lotd Cache I increases. File retrieval generates multiple write opera-
—— 2=l tions as the FSG retrieves the file from the grid.
Cache Status Normal
File System Operations Files Retrieved from Grid — Pending (FRGP) also
Cached Files 0 increases by 1 when the transfer is requested and then
inodes Avatabl wws  decreases once it is completed.
Percentage Inodes Available 100 %
T — Files Retrieved from Grid — Attempted (FRGA): If the
S‘f‘::""f’:*;” o 0ok :;"LBBI file is not in the FSG cache, the number of file retrieval
isk Read Rate o oy . .
Disk Wit Rate 22ke requests waiting for a response from the grid increases
File Transfer Summary by 1
Node Status  Stores Active File Store Rate Data Store Rate Retri . . .
Site A/130-64/FSG |at|‘:t B ut ] ; UF\Ie;fs ] ua;?s ; H o0 ; Files Retrieved from Grid — Successful (FRGC): If the
Store to Grid file is not in the FSG cache, the number of file transfer
Filss Stored to Gid - Pending 0 requests completed successfully increases by 1.
Files Stored to Grid - Attempted 223
Files Stored to Grid - Successful 223
Files Stored to Grid - Cancelled 0
e ey 8 Whena client application
gl\:ﬁ Sé?reddt? Giwdd— Reingested 33 D retrieves a file that was not
Fif‘:;m:r:m: . - stored in the FSG cache, the
Data Store Rate 0B/s number of Files Retrieved
File Store Latency: Ous .
File Store Sessions 5 from Grid - Successful

increases by 1.
Retrieve From Grid

FSG>Storage>Files Retrieved from Grid Sucessful

Files Retrieved from Grid - Pending 0

Files Retrieved from Grid - Attempted 3

Files Retrieved from Grid - Successful 30

Tiles Retrieved from Ghd - Retrying 0

Files Retrieved from Grid - Retries 1

Eiles Refrieved from Grid - Failed 1

Bytes Retrieved from Grid 337B I Time
Bytes Retrieved from Grid (FRGB): If the file is not in
the FSG cache, the number of bytes retrieved success-
fully from the grid increases by an amount equivalent to
the file size.
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Table 15: Object Retrieval Attributes (cont.)

Component Attribute Changes
LDR » HTTP Inbound GETs — Successful (HIGC): If the file is not in
. the FSG cache, the total number of HTTP GET (“content
ia g B Soge retrieve”) requests that have completed successfully
Verification increases by 1.
## Replication
i comi
Ll Each time a file has been
£ z""”‘s retrieved successfully
e Ti:::m from an LDR, the number

' Overview: LDR (130-158) - HTT
|

Updated: 2010-12-22 12:12:28 PST

HTTP Sessions

Currently Established Incoming Sessions

Incoming Sessions - Attempted
Incoming Sessions - Successful
Incoming Sessions - Failed

HTTP GET

Inbound GETs - Attempted
Inbound GETs - Successful
Inbound GETs - Failed

HTTP Metadata GET

Inbound Metadata GETs - Attempted
Inbound Metadata GETs - Successful
Inbound Metadata GETs - Failed

of Inbound GETs -
Successful increases by 1.

LDR > HTTP > Inbound GETs - Successful

Time

Inbound GETs — Attempted (HAIG): The total number of
HTTP GET (content retrieve) requests that have been
received by the LDR also increases by 1.

NOTE Transactions that occur via CDMI do not result
in an update to these attributes.
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Table 15: Object Retrieval Attributes (cont.)

Component

Attribute Changes

LDR » Storage

Overview |\ Alarms Reports ‘Configuration

Overview: LDR - Storage
Updated: 2010-07-20 10:28:58 PDT

Storage State - Desired Online
Storage State - Current Online
Storage Status: No Errors
Storage Volume Balancing: Auto
Utilization
Total Space 62.1GB
Total Usable Space 61.9GB
Total Usable Space (Percent) 99.602 %
Total Free Space 61.9GB
Total Free Space (Percent) 99.602 %
Total Persistent Data 56.1 MB
Total Persistent Data (Percent) 0.09 %
Total Cached Data 479 MB
Block Reads 3,763
ocl Wiite 2124
| Objects Retrieved 1074 |
JECTS Commite T353
Objects Purged 794
Purge Senice State Enabled
Object Stores
D Total Available Stored Data Stored (%) Cached Dza
0000 621GB  61.9GB T 56.1 MB T 0.08 % 47.9 MB

Objects Retrieved (ORET): If the file is not in the FSG
cache, the number of persistent objects retrieved from
the source LDR increases by 1.

NetApp StorageGRID
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Table 15: Object Retrieval Attributes (cont.)

Component Attribute Changes

ARC P Retrieve Client Requests (ARCR): The total number of requests
received from clients for objects stored on the ARC

. increases by 1 each time the grid attempts to retrieve an
B store object from this Archive Node. This happens only if the
S file is not in the FSG cache or on an LDR.

When a client retrieves a
file stored on archival
media, the number of Client
Requests increases by 1.

Overview: ARC (ARC1-A-1) - Retrieve

Updsted: 2010-07-20 11:47:28 FDT

Archive Retrieve State Online
Archive Retrigve Status Mo Errors

Archive Retrieve Overview

ARC>Retrieve>Client Requests

lgl_ent Reguests: a

eplication Hegquests: 33

Reguest Rate: 0 Trangactions/s

Objects Queued: a Time

Bk Betripwes Oupied: il

Active Retrieves: a I

PR T Active Retrieves (ARAR): The number of object retriev-
Objects Delivered 933 . . . . . .
Bytes Deliered: £32 VB als in progress increases by 1 while retrieval is taking
Reguest Failures: a . .

vetication Fallres; o place on this Archive Node and then decreases by 1

once retrieval is complete.

As an object is retrieved, the
number of Active Retrieves on
the ARC goes up by 1 and then
decreases by 1 once retrieval is

L1

ARC > Retrieve > Active Retrieves

|

Ti

Purging

Removing an object from the grid’s Storage Nodes and Archive Nodes
is called “purging”.

Data Flow

See Figure 52 below for a simplified step-by-step description of what
happens when the FSG receives a client request to delete a file.
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NOTE By default, in order to protect against accidental or malicious object
deletions, the ILM policy prevents content from being purged from the
grid even if the client deletes the file on the FSG.

Replicate
. file pointer | .

= ¢ Confirm
econdary [ deleton |
@ | | FsG ® 6.
Delete ' . HTTP | Purge | Purge LDR with
_request_> Primary FSG\—nr) o1 LE request Chile command Content
Client | ® ®
. Remove file Delete object .

FSG Cache

NetApp StorageGRID
215-06989_ A0

—
Spinning
disks

The client sends a file delete request to the FSG which removes the file
pointer from the FSG file system.

Figure 52: Purging Data Flow

The FSG sends an HTTP DELETE command to an LDR. (This releases the
content handle.) The LDR that is chosen depends on the result of a

topology query.

The file is removed from the FSG cache (that is, the file pointer and data are
deleted).

The LDR notifies a CMS that the content handle has been released.

A purge command is sent to all LDRs that have a copy of the object.
The LDRs receives the purge command and delete the content.

The LDRs notify the CMS that the content has been purged.

The primary FSG replicates the file pointer information (deleted) to the

other FSGs in its replication group.

In a grid that uses metadata replication, after all content locations are
purged the metadata is purged. Metadata is never purged in a grid that
uses metadata synchronization.

NOTE Metadata synchronization is deprecated and no longer supported.

89



Grid Primer

Related Attributes

Table 16 below lists some of the attributes used to track what happens
when a client deletes an object stored in the grid.

Table 16: Object Purging Attributes

Component

Attribute Changes

FSG » Storage

Replication
Ba] Backup

. Shares

Client Services

ﬂl Events

Li." Resources

Ouerdew | Aarms Reports Configuration

b Overview: FSG (170-178) - Storage

[

File System Operations

Flle Transfer Summary

Status  Stores Active File Store Rate Data Sicee Rate Retrieves Acte Fils Retrie
B ¢« B

Hode
Site ANM-S4TSG e S0 B OFiles’s B 0B/

Store to Grid

Retrieve From Grid

Remove From Grid

25G8
25G8
9996 %
HNermal

199,909 954
100 %

426 MB
4,57 MB

191 KB/s
218 KB/s

ue
0 Trangactions/s
0B's

Ous

0
0B

0 Trangactions/s
08
Ous

5

0 Transactions/s

File Remove Notifications (FRGN): The number of
content handle release notifications sent by the FSG to
LDRs increases by 1 when the FSG receives a request to
delete an object.

Each time the client application
deletes a file, the number of File
Remove Notifications increases by 1.

FSG>Storage>File Remove Notification

Time
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Table 16: Object Purging Attributes (cont.)

Component

Attribute Changes

FSG » Shares

& Timing
Overview | Alarms

Reports

Configuration

Main

v

Overview: FSG (170-41) - Shares

Updsted: 2010-07-20 08:12:50 FOT

File System Shares

Share Name
share0 Dir
share1
share2

Files Used
8 M 12B 0B
9 M19B 0B
35 10B H0B

Remaining

4
l
=

Quota  Used (Week)
0B 51298 &
0B M1198 &
0B 555 B 0

Remaining (W

0B
0B
0B

g s s

Files (FSSF): The number of files for the share where
the object was ingested decreases by 1. Note that this
does not occur until the next FSG backup.

Used (FSSB) and Used (Week) (FSSR): The total size of
all files referenced by the share decreases by an amount
equivalent to the file size.

Remaining (FSSA) and Remaining (Week) (FSSL): If a
quota has been configured for the share, the total
amount of space remaining on the share increases by the
size of the file.

NetApp StorageGRID
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Table 16: Object Purging Attributes (cont.)

Component

Attribute Changes

LDR » HTTP

Updsted: 2010-12-22 12:28.58 FST

Overview: LDR (130-156) - HTTP

HTTP Sessions

Currently Established Incoming Sessions: "
Incoming Sessions - Attempted 4431
Incoming Sessions - Successful 32
Incoming Sessions - Failed 699
HTTP GET

Inbound GETs - Attempted 1,303
Inbound GETs - Successful 1,183
Inbound GETs - Failed 68
HTTP Metadata GET

Inbound Metadata GETs - Attempted

Inbound Metadata GETs - Successful

Inbound Metadata GETs - Failed

HTTP PUT

Inbound PUTs - Attempted 623
Inbound PUTs - Successful 593
Inbound PUTs - Cancelled 1
Inbound PUTs - Failed 29
HTTP Metadata PUT

Inbound Metadata PUTs - Attempted: 1M
Inbound Metadata PUTs - Successful 78
Inbound Metadata PUTs - Failed 33
HTTP POST

Inbound POSTs - Attempted 191
Inbound POSTs - Successful 167
Inbound POSTs - Failed 2
HTTP HEAD

Inbound HEADSs - Attempted 37e
Inbound HEADSs - Successful 215
Inbound HEADs - Failed 215
HTTP DELETE

Inbound DELETES - Attempted 922
Inbound DELETES - Successful 666
Inbound DELETES - Failed 256

Inbound DELETESs — Successful (HIDC): The total
number of objects for which the content handle has been
released increases by 1 after the HTTP DELETE
command has been completed successfully.

LDR>HTTP>Inbound DELETES - Successful

T T
Each time the content handle of
| an object is released as a result
| ofan HTTP DELETE
command, the Inbound HTTP
— DELETEs count increases by 1.

Time

Inbound DELETESs — Attempted (HAID): The total
number of HTTP DELETE (content handle release)
requests that have been received by the LDR also
increases by 1.

NOTE Transactions that occur via CDMI do not result
in an update to these attributes.

92

NetApp StorageGRID
215-06989_ A0



Data Flow

Table 16: Object Purging Attributes (cont.)

Component

Attribute Changes

LDR » Storage

-4 LOR

Storage
Verification

Replication

AP comi

Reports ‘Configuration

Overview: LDR - Storage

Updated: 2010-07-20 10:28:58 FDT

Storage State - Desired
Storage State - Current
Storage Status:

Storage Volume Balancing:

Utilization

Joial Sooce

Online
Online
No Errors

Auto

Total Usable Space

Total Usable Space (Percent)
Total Free Space

Total Free Space (Percent)
Total Persistent Data

Total Persistent Data (Percent)

Totar Cached Uata

Block Reads 3,763
Block Writes 2724
Objects Retrieved 1,274
Obiecis Committad 1353

I Objects Purged

PUrge Sevice State
Object Stores

D Total
0000 62.1GB

Stored Data
T 56.1 MB

Stored (%)
T 0.08 %

Available
61.9GB

794 I
Enal

Cached Dza
47.9 MB

Objects Purged (OPUR): The number of persistent
objects purged from this LDR increases by 1 for each
copy of the object purged.

Each time a copy of an object is
purged from an LDR, the number
of Objects Purged on the LDR
increases by 1.

LDR>Storage>Objects Purged

Time

Total Usable Space (Percent) (SAVP): The percentage of
object storage space available for use increases by an
amount roughly equivalent to the size of the purged
object.

Total Persistent Data (Percent) (SPSD): The percentage
of the total storage space used by persistent data
decreases by an amount roughly equivalent to the size
of the purged object.

NetApp StorageGRID
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Table 16: Object Purging Attributes (cont.)

Component

Attribute Changes

CMS » Content

[ Metadsta

o Tasks

| Database

s Synchronization
L Events

L'lf. Resources

& Timing
|

== Overview: CMS (CSN1-A-1)- Content

U Updated: 2010-07-20 12:46:09 POT

Information Lifecycle Management

ILM Imiplementation
ILM Wersion:

Objects with Post-Processing Pending:

Objects with ILM Evaluation Pending:
Objects with Unachievable ILM Evaluations:
Objects Marked for [LW Re-evaluation

Lost Objects:

Mext Defeferred Object Re-evaluation Time:

Baseline 2 Copy Rule
1.2

0

783531
a0
263,999
0

2010-07-20 14:00-00 PDT

| ILM Evaluations
VATAn T e,

6,762,655

Average ILh Evaluation Time:

Object Replication

Active Replications:
Replication Rate
Total Replications:

Object Purging

T A6 Jhjecisrs
15 ms

71 Objects
9 Replications/s
3062810

2 Purges

2
Furges

1,329,011

Purges (DCpT): The number of object copies deleted
increases by 1 on the owner CMS for each copy of the
object purged from the LDRs and ARCs.

Each time a copy of an object is
purged, the number of Purges on the
Owner CMS increases by 1.

CMS>Content>Purges

Time

CMS » Database » Free Tablespace Percent (DBSP)
and the number of CMS P Metadata P Stored Objects
(COO0T) decrease in a grid that uses metadata replica-
tion. (Note that the owner CMS retains a copy of the
metadata of a purged object until it can confirm that all
object copies have been deleted, which can lead to
inconsistencies in the value of CMS » Metadata »
Stored Objects between CMSs. In a grid with a single
CMS replication group, these inconsistencies should
resolve within a day or two — when the last copy of
metadata is purged.)

Free Tablespace Percent (DBSP) and the number of
Managed Objects (COoM) and Stored Objects (COoT)
do not change in a grid that uses metadata synchroniza-
tion. (With metadata synchronization, COoM is listed
under the Content component, not the Metadata
component.)

NOTE Metadata synchronization is deprecated and no
longer supported.

ILM Evaluations (ILev): The total number of ILM evalua-
tions that have been performed to date increases when
an object is purged because an ILM evaluation is trig-
gered each time a content handle is released.
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Table 16: Object Purging Attributes (cont.)

Component

Attribute Changes

ARC p» Store

ool overiew: ARG (ARC1-A-1) - Store

Updsted: 2010-07-20 11:02:19 FDT

Purged Objects (ADOP): The total number of objects
purged from the middleware server by the ARC
increases by 1. Whether objects purged from the ARC
are actually deleted from archive media depends on the
retention settings defined in the middleware server.

Each time a copy of an object is

purged from an ARC, the number /,/

of Purged Objects on the ARC e
increases by 1. ’

Archive Store State
Archive Store Status

Archive Store Overview

Active Objects:
Archive Rate:

Archived Objects:
Archived Bytes:
Store Failures

Online
Mo Errors

ARC>Store>Purged Objects

3
1.725 Objects/s

612,443
564 GB
514

Time

| FPurged Objects:
TTged Dyies

0

ug

Content Protection

File Recovery

NetApp StorageGRID
215-06989_ A0

Ditferent levels of deletion protection can be enabled to protect files
from being altered or removed after they have been ingested into the
grid. For more information, see the Administrator Guide.

NOTE File recovery is deprecated and no longer supported.

If file recovery is enabled for an FSG profile, when a file is deleted, it is
transferred to a file recovery directory rather than being purged from
the grid. The “deleted” file can be accessed and recovered via this file
recovery directory and is not purged from the grid until deleted from
the file recovery directory. For files transferred to a file recovery direc-
tory, a file recovery protection period can also be applied. For more
information, see the Administrator Guide.

95



Grid Primer

Purging Initiated by ILM Policy

Purging can also happen without a client request. For instance, an ILM
policy could mandate that all content be automatically deleted two
years after ingest. However, if objects are deleted from the grid
without being deleted from the FSG first, links from the application to
the objects will be broken and attempts to retrieve the objects from the
FSG will fail.

File Modification

Data Flow

96

If the grid configuration allows it, client applications may modify
content that has already been ingested into the grid.

When a file is modified, the content handle of the original file is
released and the object is purged from the grid according to the ILM
policy. The modified file is assigned a different content handle and the
object is treated like a new file ingest. The grid does not track the
multiple versions of the object.

See Figure 53 below for a simplified step-by-step description of what
happens when the client modifies a file stored in the grid.

Retrieved file

from grid @
i Regular Regular
Modified . HTTP PUT R S
file —» Primary FSG for updated file PIngest » Replication

< > rocess Process
Client @ L Regular
HTTP DEL_ETE Purging

for old file

Process

@

Figure 53: Object Modification Data Flow

The client application retrieves the file from the grid via the FSG file share.
For more information, see”Retrieval” on page 82.

NetApp StorageGRID
215-06989_ A0



Data Flow

@ The client application saves the modified file to the grid via the FSG file
share.

The primary FSG saves a copy of the object in its cache and sends an LDR

@ an HTTP PUT command. The data flow is identical to that for ingest. The
LDR allocates a new unique identifier to the object and saves the object to
spinning disk. The LDR notifies a CMS that a new piece of content has
been ingested and sends the object metadata to the CMS. This CMS
becomes the owner CMS. The object is then replicated according to the
ILM policy. For more information, see “Ingest” on page 66 and “Content
Replication” on page 75.

The primary FSG also sends an HTTP DELETE command to an LDR to

@ delete the old version of the object. What happens next is identical to what
happens when an object is purged. For more information, see”Purging” on
page 88.

File Recovery

NOTE File recovery is deprecated and no longer supported.

If file recovery is enabled for an FSG profile, when a file is modified,
the original file is transferred to a file recovery directory rather than
being purged from the grid. The original file can be accessed and
recovered via this file recovery directory. For more information, see the
Administrator Guide.

Related Attributes

The key attributes that change when a file is modified are essentially
the same as when a file is ingested and replicated, and then purged.
One notable exception is Create Operations. You can tell when a file has
been modified if File Remove Notifications and Files Stored To Grid have
both increased by 1, but Create Operations has not changed.

NetApp StorageGRID 97
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| Overview \ Alarms Reports Configuration

Main

b Overview; FSG (170-176) - Storage

Updated: 2010-07-20 12:38.24 PDT

Total Cache 22.5 GB
Total Cache Available: 225 GB
Percentage Total Cache Available 99.96 %
Cache Status Marmal

File System Operations

Cached Files 0

Inodes Used: 6 i

Inodes Available 199,999 994 Create Operatlons
Percentage Inodes Available: 100 % (FCRO) does not
Create Operations 1 -€———— changewhenafileis
Bytes Read from Disk 426 MB ifi

Bytes Written to Disk 4.57 MB modified

Disk Read Rate 1.91 KB/s

Disk Write Rate: 2.18 KB/s

File Transfer Summary

Node Status  Stores Active File Store Rate Data Store Rate Retrieves Acte File Retriet
Site A130-54/FSG Idle = 0 T 0Files/s T 0B/s = oo | 0 Files/s

Store to Grid
Files Stored to Grid - Pending 0 Files Stored to Grid -
Files Stored to Grid - Attempted: 1 ful (F
Files Stored to Grid - Successful 1 - -SUCCESS u ( SGC)
Files Stored to Grid - Cancelled: 0 increases when afile
Files Stored to Grid - Retrying 0 i ifi
Files Stored to Grid - Retries: 0 is modified
Files Stored to Grid - Reingested 0
Bytes Stored to Grid 4B
File Store Rate 0 Transactions/s
Data Store Rate: 0B/s
File Store Latency Ous
File Store Sessions 5
Retrieve From Grid
Files Retrieved from Grid - Pending 0
Files Retrieved from Grid - Attempted: 0
Files Retrieved from Grid - Successful 0
Files Retrieved from Grid - Retrying: 0
Files Retrieved from Grid - Retries 0
Files Retrieved from Grid - Failed: 0
Bytes Retrieved from Gnd 0B
File Retrieve Rate 0 Transactions/s
Data Retrieve Rate: 0B/s
File Retrieve Latency Ous
File Retrieve Sessions 5
File Remove Notifica-
Remove From Grid tions (FRGN)
File Remave MNotifications 0 - increases when afile
File Remove Rate 0 Transactions/s is modified

Figure 54: FSG Storage Attributes For Modified Object
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FSG Replication

FSG Backup

The primary FSG maintains a system of file pointers to the objects
stored in the grid. As seen above, the file pointer system is modified
each time a file is ingested, changed, or deleted.

The primary FSG must replicate its file pointer system to the second-
ary FSG to ensure redundancy in case the primary FSG becomes
unavailable.

During normal operation, the file pointers are replicated in real time,
as files are ingested, modified, or deleted.

The backup together with the active session file can be used to restore
the managed file system should it become corrupted. The active
session file is a log of the FSG activity.

Active Session File Active Primary FSG

File Pointers

lfsg/myDirectory/ ﬂ
image.jpg

Replication Messages File Pointers

[ [
[ [
+ ffsg/myDirectory/ /fsgi/rr:yDir(_ectory/ /fsgi/rnr:yDirt_ectory/
iEERiE age jpg age jpg
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Figure 55: FSG Backups and Active Session File

See Figure 56 below for a simplified description of the FSG replication
message flow when a file is ingested, deleted, or modified.
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Unclustered Replication Group

or deleted

File ingested, Replication Seconda
modified, > Primary FSG|—cP = ry
message FSG

D, [,
File File
System System

——HAGC Replication Group

or deleted (Active) message

File ingested, Primary Re gtion
modified, -»| Main FSG P >

Primary
Supplementary
FSG (Standby)

.‘ Secondary

(D g FSG
File
System l

File
System

()
File
System

Figure 56: FSG Replication Data Flow

The client creates, modifies, or deletes a file via the FSG file share.

The primary FSG either creates a file pointer, modifies the file pointer, or

deletes the file pointer from its file system.

The primary FSG sends a replication messages to the other FSGs in its rep-

lication group.

The other FSGs in the replication group process the replication messages in

real time and update their file system.
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Related Attributes
Table 17 below lists some of the NMS MI attributes used to track FSG

replication.

Table 17: FSG Replication Attributes

Component

Attribute Changes

Primary FSG » Replication

-y FSG

D Storage

++ Replication
Ba] Backup

D Shares

{53 Client Services
£ Events

Li:. Resources

& Timing
Overview | Alarms

Reports

Configuration

Main

Overview: FSG (170-178) - Replication

Updated: 2010-07-16 13:22:1% PDT

Configured Role
Current Role
Replication Status
Cluster Status

FSG Group ID
Primary FSG Node
Connected Peers
Failover Count

Primary

Primary
Active Primary
Normal

NIA

10

Site AI70-41/FSG

1 Nodes
0

| Primary Active Session ID
Timary Mext Uperation 1aentmer

1234855?39552128'
T

I Enqueued Messages

2

Secondary

Secondary Active Session ID
Secondary Next Operation Identifier

Primary Active Session ID (PAID): A new unique identi-
fier for the current replication session is assigned each
time a new session is started by the active primary FSG.
A new session is started when an FSG failover occurs or
when the size or age of the current session file exceeds
an internal threshold. This number is the same as the
Secondary Active Session ID (SAID) on the secondary
FSG (see below).

Engueued Messages (PEOP): The total count of repli-
cation messages generated increases each time a file is
ingested, modified or purged. The count increases by
more than one for some operations. For example, ingest
generates two replication messages (one for the initial
file creation and a second message to associate the
UUID after the file has been ingested). Modify also gen-
erates two replication messages (one to release the old
UUID and one to assign the new UUID after ingest).
Attribute events on the file (change permissions, etc.)
may also generate additional replication messages. The
number of enqueued messages matches the number of
dequeued messages at the secondary FSG (see below).

Because this FSG is the primary FSG, the fields in the
“Secondary” section do not apply.

NetApp StorageGRID
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Table 17: FSG Replication Attributes (cont.)

Component Attribute Changes
Secondary FSG P Replication Secondary Active Session ID (SAID): The unique identi-
&y FsG fier for the current replication session from which
) storage messages are being processed is the same as the Primary
= o Active Session ID (PAID) on the primary FSG (see
D Shares above).
o3 Client Services
£ Events Dequeued Messages (SDOP): The total count of

dequeued replication messages increases each time a
message has been processed by the secondary FSG. The
Overview | Aams | Reports | Configuration number of dequeued messages matches the number of
= enqueued messages at the primary FSG (see above).

& Timing

~3- Overview: FSG (170-177) - Replication

NI roeies 20100718 102278 P07 Operations Not Committed (SUOP): The number of rep-
lication messages from the primary FSG that have not

B o yet been written to the secondary FSG increases tempo-

Cueter Stat N rarily during periods of high grid activity.

Ej:iﬁf;ééjsze MM Operations Not Applied (SPOP): The number of replica-

Fallver Count 0 tion messages to be processed on the secondary FSG in

Primary order to catch up to the primary FSG may temporarily

e 0 increase during periods of high grid activity or backups.

s T 0 (In older systems where “offline backups” were used,

Secondary SPOP increased during backups. As of Release 8.1,

—— gusnzn] - offline backups are deprecated.)

Dequeted Messages 3 If this FSG is the standby primary FSG in an HAGC, the

S T : fields in the “Primary” section do not apply. The same is

" 7 true for a secondary FSG.
Files Pending for Replication (FRPP): Number of new
files that have not been fully replicated because they are
awaiting a replication message from the primary FSG
indicating that the file has been successfully stored to
the grid. Similar to Operations Not Applied (SPOP), the
value for this attribute may temporarily increase during
periods of high grid activity.
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Day-to-day monitoring activities that help ensure

smooth grid operation

Monitoring Key Attributes

A

The NMS MI displays hundreds of attributes; however, most of these
attributes are required only for troubleshooting. The list of attributes
to monitor routinely, shown in Table 18 below, is much shorter. Tips on
how to analyze these attributes are described in the remainder of this

chapter.

Table 18: Key Attributes to Monitor

Category Component Code Description See
LDR content Grid Overview PSCU Percentage Storage Capacity page 107
storage Used: The percentage of installed
capacity .- storage capacity that has been
used up for the entire grid.
LDR » Storage STAS Total Usable Space: Object
‘ storage capacity that is currently
-9 LDR
gsmge available for storage on the LDR.
-t SUSA  Total Free Space: Total amount of
@ HTTP .
i Evens all free space — available to be
o used or not — on all object stores.
CMS metadata Grid Overview PMCA  Percentage Metadata Capacity
storage Available: An estimate of how
capacity .- much metadata capacity remains
in the CMS databases in the grid.
CMS p» Database CORS  Estimated Remaining Object page 109
Capacity: The number of addi-
tional objects that can be
managed by this CMS.
DBSP Free Tablespace (Percent): The

metadata storage capacity that is

still available for use on this CMS.

NetApp StorageGRID
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Table 18: Key Attributes to Monitor (cont.)

Category Component Code Description See
Ingest load FSG » Storage FSGP  Files Stored to Grid - Pending: page 116
— The number of new ingested files
) soree cached locally that are waiting for
S ooy transfer to the grid for persistent
el storage.
@ Events
'3 Resources
@ Tmng
Retrieve load FSG » Storage FRTM  File Retrieve Latency (FRTM): page 118
— The average amount of time
) Sioe required to retrieve a file from the
= ;":. grid.
e Look at this attribute along with
S the related attributes Bytes
Retrieved from Grid, File
Retrieve Rate, and Data Retrieve
Rate.
FSG capacity FSG » Backup PBNF Number of Files: The number of page 112
files included in the last FSG
backup.
PBDS  Backup Data Size: The total size
of all files referenced by the last
FSG backup.
FSSF Files: The number of files saved
to the share. Calculated from the
last FSG backup.
FSSB Used: The amount of storage
space used by the share. Calcu-
lated from the last FSG backup.
FSSA  Remaining: If a quota has been

configured for the share, the
amount of space remaining on
the share. Calculated from the
last FSG backup.
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Table 18: Key Attributes to Monitor (cont.)

Category Component Code Description See
FSG capacity FSG » Storage FSIU Inodes Used: Number of inodes page 112
— (files and directories) used on the
) sorage FSG file system.
3 e FSIA Inodes Available: Number of
o inodes (files and directories)
& e available on the FSG file system.

FSIP Percentage Inodes Available: The
percentage of inodes (files and
directories) available on the FSG
file system.

Object CMS » Content ORun  Objects with Unachievable ILM page 120
replication . Evaluations: The number of
ik = objects whose ILM business rules
(5 wetacta cannot be met because the
d T topolqu or operational state of
& Synchranizetion the grid prevents the rules from
L Events 5 oy
G reamrces being satisfied.
@ rnr ORpe  Objects with ILM Evaluation
Pending: The number of objects
waiting to be processed through
the business rules for replication.
Metadata CMS » CsQT  Queue Size: The number of page 121
synchronization Synchronization outgoing metadata synchroniza-
, tion messages queued to be sent
C- @ cMs
£ Contert to other CMSs.
[ Metadata
o Tasks .
[ Dstebase NOTE Metadata synchroniza-
; S ezt tion is deprecated and no
|4’y Resources |0nger Supported.
a Timing

NetApp StorageGRID
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Table 18: Key Attributes to Monitor (cont.)

Category

Component

Code

Description

See

FSG replication
FSG »

Replication

Secondary

FRPP

Files Pending for Replication:
Number of new files that have
not been fully replicated because
they are awaiting a replication
message from the primary FSG
indicating that the file has been
successfully stored to the grid.

SUOP

Operations Not Committed: The
number of replication messages
from the primary FSG that have
not been written to the secondary
FSG yet.

SPOP

Operations Not Applied: The
number of replication messages
to be processed by the secondary
FSG in order to catch up to the
primary FSG.

page 122

Amount of
content written S

to archive 2 Reglcaion
- o) store
me d 1Ia 6] Retrieve

§ Middievare
A Events
|’y Resources
@ Timing

ARC P Store

ARBA

Archived Bytes: The total amount
of content written to archive
media by this ARC.

page 129

Regular Tasks

Table 19 below lists the tasks to be performed on a regular basis.

Table 19: Regular Tasks

Task Frequency See

Monitor System Status. Note what has changed from previous day. Daily page 44

Monitor system status lights on hardware. Daily

Monitor the rate at which LDR storage capacity is being used up. =~ Weekly page 107

Monitor the rate at which content metadata storage capacity onthe =~ Weekly page 109

CMS is being used up.

Monitor FSG capacity. Weekly page 112
106 NetApp StorageGRID
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Table 19: Regular Tasks

Task Frequency See
Monitor FSG file share usage. Weekly page 114
Check available space on the archive media. Weekly page 129

Monitor the key attributes regularly to become familiar with grid oper-
ations and spot trends before they turn into problems. The important
attributes to monitor relate to:

* Content storage capacity on LDRs

¢ Metadata storage capacity on CMSs
*  FSG capacity

* Attribute storage capacity on NMSs
* Ingestload on FSGs

¢ Retrieve load on FSGs

¢ Metadata synchronization/replication on CMSs

NOTE Metadata synchronization is deprecated and no longer
supported.

* ILM replication on CMSs

In the case of the capacity attributes — for example, LDR content
storage space — you must not only look at the absolute value, but also
at the rate at which capacity is being consumed.

Content Storage Capacity

The LDRs on Storage Nodes are responsible for storing objects in the
grid. You need to monitor the total usable space available on

Storage Nodes to make sure the grid does not run out of space to store
content. This information is available at the grid level (see Figure 57),
at the site level, and at the node level (see Figure 58).
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2 G
G

777 | Reference Grid

rid Management

rid Topology

[+~ Site

Grid Management
®  Grid Topology

W5 P Reference Grid
IL—‘ Site

E- 170184

G- ssm
-@) ADc
B & ANS
-4 cLB
B @ CHs
- cun
-y FSG
E-9P LDR
Storage
Verification
Repication
W com
@ HTTR
B4 Events
1§ Resources
@ Timing
-4 WS

[

- 170-185

-

Overview \ Alarms Reports ‘Configuration

Main Tasks . .
Summary attributes at the grid
%, Overview: Summary - Reference Grid level
Updated: 2010-07-20 12:10:55 PDT
Storage Capacity
Storage MNodes Installed 2
Storage Nodes Readable: 2
Storage Nodes Writable 2
Installed Storage Capacity. 387 GH
Used Storage Capacity: 366 MB
Usable Storage Capacity. 383GB
Free Storage Capacity: 383GB Usable storage CapaCIty
Percentage Storage Capacity Used 0945 % <— H
Percentage Usable Storage Capacity: 99.055 % and free sto fage CapaCIty
Percentage Free Storage Capacity. 99.055 % H
: v attributes
Metadata Capacity
Control Nodes Installed 2
Control Nodes Readable: 2
Control Nodes Writable 2
Installed Metadata Capacity: 36.5 GB
Used Metadata Capacity: 675 MB
Available Metadata Capacity: 35.8GB
Total Managed Objects: 2 Objects
Percentage Metadata Capacity Used: 1.85 %
Percentage Metadata Capacity Available 98.15 %

Figure 57: Overall Storage Node Capacity

Overview \ Alarms Reports Configuration

Main

b Overview: LDR (170-184) - Storage

Updsted: 2010-07-20 13:10.55 FOT

Storage State - Desired: QOnline ;
Storage State - Current: QOnline ]
Storage Status: Mo Errors ~ TOtal Usable

Storage Volume Balancing: storage Space
available on this

Storage Node

Utilization

Total Space 19.3GB

Total Usable Space: 19.2GB

Total Usable Space (Percent) 99.054 % (STAS)
Total Free Space: 19.2GB

Total Free Space (Percent) 99.054 %

Total Persistent Data 147 KB

Total Persistent Data (Percent) 0.001 %

Total Cached Data- 0B

Block Reads 2

Block Writes: 4

Objects Retrieved 1

Objects Committed: 2

Objects Purged 0 i
Purge Senice State: Enabled ]
Object Stores

D Total Available Stored Data  Stored (%) Cached Data Cached (%) Health

0000 19.3GB  19.2GB T 147 KB £ 0.001 % 0B B 0% No Errors

Figure 58: Individual LDR Storage Capacity

On the LDR » Storage » Overview page, monitor the Total Usable Space
(STAS) attribute over a period of time to estimate the rate at which
usable object storage space is being consumed. Usable space is the
actual real amount of storage space available to store objects. For more
information on storage space, see the Administrator Guide.

To maintain normal grid operations, you have to add Storage Nodes,
or add storage volumes, or migrate content to archive media before the
storage disks’ usable space fills up.
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In the example shown below (Figure 59), usable content storage space
is being consumed at a rate of approximately 4% per month, which
means that there are 8 months left before this LDR runs out of storage
space.

Total Usable Space (Percent) ¢ vs Time
2010-06-20 13:45:15 PDT te 2010-07-20 13:45:15 FDT

Total Usable Space (Percent) (%) Ay

324 n ' :
Jun 21 Jun 25 Jun 29 Jul 3 ul7 Jul11 Julis Jul19
Time (days)

Figure 59: Usable Contents Storage Space

Metadata Storage Capacity

NetApp StorageGRID
215-06989_ A0

The CMS databases on the Control Nodes are responsible for storing
metadata; for example, the information about the objects ingested into
the grid. You need to monitor the total space available on

Control Nodes to make sure the grid does not run out of space to store
metadata. If all CMS databases in the grid fill up, the grid can no
longer ingest files until additional metadata capacity is added to the
grid.

Metadata storage capacity information is available at the grid level (see
Figure 60 for an example), site level, and node level (see Figure 61 for
an example).
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Grid Management Overview | Alarms
W Grid Topology

Reports Configuration

Main Tasks

a

-

Summary attributes
at the grid level

4 . Overview: Summary - Reference Grid

Updsted: 2010-07-20 13:10:55 FOT

Storage Capacity

Storage Nodes Installed 2

Storage Nodes Readable 2

Storage Nodes Writable 2

Installed Storage Capacity: 38.7GB

Used Storage Capacity: 366 MB

Usable Storage Capacity: 38.3GB

Free Storage Capacity: 38.3GB

Percentage Storage Capacity Used 0.945 %

Percentage Usable Storage Capacity: 99.055 %

Percentage Free Storage Capacity: 99.055 %

Metadata Capacity

Control Nodes Installed 2

Control Nodes Readable: 2

Control Nodes Writable: 2

Installed Metadata Capacity: 36.5 GB MEtad ata Sto I'age
Used Metadata Capacity: 675 MB . .
Available Metadata Capacity: 358 GB CapaCIty avallable
Total Managed Objects: 2 Objects on the g I’Id

Percentage Metadata Capacity Used 1.85 %

Percentage Metadata Capacity Available

9%.15% — (PMCA and PMCU)

Figure 60: Summary CMS Metadata Storage Capacity

Main
W5 P Reference Grid
‘ QOverview: CMS (171-187) - Database
B—“ieA Updated: 2011:04-12 11:12:24 FOT
- A1
Cl-dll AGM--1
-GN
(- sRC1-81 Type el
5o csti-an Engine InnoDB
,“ SSM Object Location Indexing Enabled
C-@ cvs
[ contert ase Statistics
Metadat:
%ﬁss:s“ Transactions: 13,229 Metad ata Storage
Transaction Rate 23 Transactions/s H H
e Cearecio capacity available
ynchronization .
i verts Tabl on this CMS
: ablespace
iy resources DBSF and CORS
@ Timing Allocated Tablespace 18.3CB ( )
-9 LDR Free Tablespace 17 8 GB
." ADC Free Tablespace (Percent) 97748 %
-y csie-A Estimated Object Capacity. 610.784
Estimated Remaining Object Capacity: 605.037

Figure 61: Individual CMS Metadata Storage Capacity

Track Free Tablespace (DBSF) and Estimated Remaining Object Capacity
(CORS) over a period of time to estimate the rate at which the available
database space is being consumed. The databases of CMSs that are in
the same CMS replication group fill at approximately the same time. In
a grid that uses metadata synchronization, the databases of CMSs in
the same generation fill at approximately the same time.

NOTE Metadata synchronization is deprecated and no longer supported.

The CMS databases go into “read-only” mode when Free Tablespace
drops below 10%. To maintain normal grid operations, you have to
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Figure 62 is for the
same grid as the
one used in

Figure 59: “Usable
Contents Storage
Space”. The migra-
tion effect is not
noticeable in Fig-
ure 59 because the
object size is small:
the metadata of a
large quantity of
small objects use
more space propor-
tionally than the
actual content.

add Control Nodes before the metadata database fills up or if the
database size is less than the maximum size of 800GiB perform a
hardware refresh to expand the database.

For the example shown in Figure 62, metadata storage capacity is
being consumed at a rate of approximately 20 GB per month.
However, note how the utilization rate increases towards the end of
the period. This could be due, for example, to a data migration that is
happening in parallel with regular grid ingest.

Free Tablespace (GEB) vs Time
2010-06-20 13:54:05 FDT to 2010-07-20 13:54:05 FDT

284-
284-

2?9-\

274- \\

269-

Free Tablespace (CB) A

264~

259 4 ! ! ! !
Jun 21 Jun 25 Jun 29 Jul'3 Jul' 7 Jul11 Jul 15 Jul'18
Time (days)

Figure 62: Available CMS Content Storage Metadata Capacity

Gateway Node Capacity and Load

Summary Attributes

NetApp StorageGRID
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Gateway Node information is also available at the grid and site level
on the Overview tab (see Figure 63 below).
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FSG Capacity

112

| Overview \ Alarms Reports Configuration

hdain Tazks

Archive Nodes

Archive Modes Installed: 1

Archive Nodes Readable: 1

Archive Modes Writable: 1

Total Objects Archived: 5,452,117 Objects

Total Size of Archived Objects: 529G

Total Size of Purged Objects: 41K

Gateway Nodes

Gateway Nodes Installed: 18

Gateway Modes Readable: 12

Gateway Nodes Writable: 53

Total Cache of Primary Gateway Modes: 1182 G

Total Cached Files of Primary Gateway MNodes: 44 049 41

Total Files Stored to Grid - Pending: 0

Tatal Files Stored to Grid - Attempted: 178 645 778 Summary FSG
Total Files Stored to Grid - Successful: 178 645 05 . .
Total Files Stored to Grid - Cancelled: 2 |ngest attributes
Total Files Stored to Grid - Retrying: 0

Total Files Stored to Grid - Retries: 1,087

Total Bytes Stored to Grid: 1683 G

Total Files Retrieved from Grid - Pending: 0

Total Files Retrieved from Grid - Atterpted: 488 387

Total Files Retrieved from Grid - Successful: 488 387

Total Files Retrieved from Grid - Retrying: 0

Total Files Retrieved from Grid - Retries: 0

Total Files Retrieved from Grid - Failed: 0

Total Bytes Retrieved from Grid: 268 G

Total File Remove Motifications: 90

Total Murmber of Files: 178 695,117

Figure 63: Gateway Node Summary Attributes

You can get an estimate of how much content is managed by each FSG
replication group by looking at the FSG backup information: Number of
Objects (PBNO), Number of Files (PBNF) and Backup Data Size (PBDS) (see
Figure 64). The Backup Number of Objects should increase steadily.

The FSG » Backup component displays information on a per FSG basis
while the FSG » Shares component displays FSG usage on a per share
basis. For more information on the FSG » Shares component, see “File
Share Usage” on page 114. To determine the overall amount of capacity
remaining on the FSG, use the FSG » Backup component. The backup
values reflect the FSG managed file system as of the most recent
backup. This includes files that are pending for ingest and files for
which ingest into the grid is disabled through FSG profiles.

Since FSG capacity limits are not actively enforced, proactive monitor-
ing is necessary to identify when an FSG has reached its capacity. At
that point, client ingests should be directed to a new FSG replication
group to avoid problems that may occur by exceeding the supported
capacity.
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Overview Alarms Reports Configuration
Main
Bol overview: FSG (GN1-A-1) - Backup
Updated: 2010-07-20 09:20:23 FDT

Successful Backups
Failed Backups:

Backup Schedule
Mext Scheduled Backup:

Current Backup

Current Status
Start Time

Backup Percentage Complete
Backup Rate

Previous Backup

Backup Result:
Previous Start Time:
Previous End Time:
Backup ldentifier:

Mumber of Objects:
Mumber of Files
Previous Backup Rate:
Backup Object Size:
Backup Data Size:

Restore

Restore Result:
Restore |dentifier:
Restore Percentage Complete

2010-07-20 18:00:10 PDT

Idle
RAA
0%
3903.409 Objectsis

Successful
2010-07-19 18:00:13 P

LEEEEE

Figure 64: FSG Backup Size

Number of files
backed up
from this FSG
(PBNF)

Total size of
files refer-
enced by the
last backup
(PBDS)

When an FSG replication group reaches capacity, the grid must be
expanded by adding a new FSG replication group. To estimate the
number of objects per FSG replication group and remaining capacity
(and thus estimate when you must expand the grid), monitor the
inodes: the number and percentage available.

| Overview \ Alarms Reports Configuration
Main

Overview: FSG (170-177) - Storage

Updated: 2010-07-20 14:02:44 FOT
Total Cache 225GB
Total Cache Available 225GB
Percentage Total Cache Available 99.96 %
Cache Status Marmal
File System Operations
Cached File 0
Inodes Used 6
Inodes Available 199.999.994
Percentage Inodes Available 100 %
Create Operations 0
Bytes Read from Disk 106 MB
Bytes Written to Disk 119 MB
Disk Read Rate 2.05 KB/s
Disk Write Rate 232 KBis

NetApp StorageGRID
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Figure 65: Inodes Used and Availability
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When a minor alarm is triggered for the Percentage Inodes Available
(FSIP) attribute (by default when remaining capacity is 20%), calculate
how long before the remaining 20% is used. This assists in determin-
ing when to add a new replication group.

Percentage Inodes Available ) vs Time
2010-06-20 14:18:55 FDT to 2010-07-20 14:18:55 FDT

&60-

50-

40-\

N \\

20-

Fercentage Inodes Available %) A

10-

04 . f f f t t T
Jun 21 Jun 25 Jun 29 Jul'3 Jul' 7 Jul11 Jul 15 Jul'18
Time (days)

Figure 66: Percentage Inodes Available

File Share Usage

114

FSG file share usage is available to monitor the amount of data being
saved to each FSG share. This information is useful in determining
whether a client is saving too much data (or too little) to a share. If
multiple clients are mapped to the same share, this information can
help determine if clients should be remapped to other shares. Note
that share usage values are only updated at the time of the FSG
backup. By default FSG backup is once per day.

Quotas can be set to monitor share usage. A client may have a limit to
the amount of data it can store to a share. An alarm is raised if the
quota is exceeded; however, exceeding the quota does not prevent
clients from continuing to save to the share. For information on config-
uring quotas, see the Administrator Guide.

Important values to monitor are:

¢ Used (FSSB) — The total amount of storage space used by the
share. If this value exceeds the configured Quota value, an alarm is
raised. The administrator can then either increase the quota for the
share or remove files from the share.

* Remaining (FSSA) — The total amount of storage space remaining
for the share in its quota.

¢ Used (Week) (FSSR) — The amount of storage space used by the
share in the past seven days (as of the last FSG backup). If this

NetApp StorageGRID
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Ingest Load

NetApp StorageGRID
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value exceeds the configured Quota (Weekly) value, an alarm is
raised. The administrator can then either increase the quota for the
share or remove files from the share.

Remaining (Week) (FSSL) — The amount of space remaining in
the share's weekly storage quota.

Overview Alarms Reports Configuration

b Overview: FSG (170-41) - Shares

Updated: 2010-07-20 02:12:50 PDT

File System Shares

share1

Share Name  Files| Used Remaining| Quota |Used (Week) Remaining (Week) Quota (Week) Status

share( Dir 8 M12 moB | 0B [129B B 0B Ec) 0B EE Normal =) &
9 &j19B 0B =| 0B [119B B 0B Es) 0B Es Normal B &
3108 Mo E| 0B H|558B B 0B EE) 08B EE Normal =) &

share2

Figure 67: File Share Usage

To monitor the ingest load on the grid, analyze the trends of these four
attributes over time (see Figure 68 below):

Bytes Stored to Grid (FSGB) — The number of bytes ingested
successfully into the grid.

File Store Rate (FSRA) — The rate at which files are successfully
stored to the grid (number of transactions per second).

Data Store Rate (FSBA) — The rate at which data is successfully
stored to the grid (in bytes per second)

File Store Latency (FSTM) — The average amount of time
required to store the entire file into the grid. The average is calcu-
lated over the last sampling period.
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Overview Alarms Reports

Configuration

b Overview: FSG (170-177) - Storage
Updated: 2010-07-20 08:52:50 PDT

Total Cache: 225GB

Total Cache Available: 225GB

Percentage Total Cache Available: 99.955 %

Cache Status: MNormal

File System Operations

Cached Files: 0

Inodes Used: 8

Inodes Available: 199,999,992

Percentage Inodes Available: 100 %

Create Operations: 220

Bytes Read from Disk: 61 MB

Bytes Written to Disk: 98.9 MB

Disk Read Rate: 1.91 KB/s

Disk Write Rate: 212 KBis

File Transfer Summary

Node Status  Stores Active File Store Rate Data Store Rate Retrieves Ac

Site A/130-54/FSG Idle =0 T 0 Files/s 5 0B/s = ) =]

Store to Grid

Files Stored to Grid - Pending: 0

Files Stored to Grid - Attempted: 223

Files Stored to Grid - Successful: 223

Files Stored to Grid - Cancelled: 0

Files Stored to Grid - Retrying: 0

Files Stored to Grid - Retries: 0 Ingestload
Files Stored to Grid - Reingested: 0 .
Bytes Stored to Grid: 133 MB attributes
File Store Rate: 0 Transactions/s

Data Store Rate: 0B/s

Eile Store Latency: 0us

Figure 68: Ingest Load Attributes

Increasing Ingest Load

During normal operations, it is possible for the ingest load to exceed
the rate at which the services on the grid process the objects. When this
happens, services may queue operations that can no longer be fulfilled
in real time. For instance, the value of File Stored to Grid - Pending (that
is, the number of ingested files cached locally that are waiting for
transfer to the grid for persistent storage) may increase temporarily.
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Number of files

Overview Alarms Reports Configuration
Main
Overview: FSG (170-177) - Storage
Updsted: 2010-07-20 08:53:50 FDT
Total Cache: 225GB
Total Cache Available: 225GB
Percentage Total Cache Available: 99.955 %
Cache Status: MNormal
File System Operations
Cached Files: 0
Inodes Used: 8
Inodes Available: 199,999,992
Percentage Inodes Available: 100 %
Create Operations: 220
Bytes Read from Disk: 61 MB
Bytes Written to Disk: 98.9 MB
Disk Read Rate: 1.91 KB/s
Disk Write Rate: 212 KBis
File Transfer Summary
Node Status  Stores Active File Store Rate Data Store Rate Retrieves

Site A/130-54/FSG Idle = 0 T

Store to Grid

saved to the FSG—» Files Stored to Grid - Pending:

by client applica-
tion and waiting to
be stored to the
grid (FSGP)

Files Stored to Grid - Attempted:
Files Stored to Grid - Successful:
Files Stored to Grid - Cancelled:
Files Stored to Grid - Retrying:
Files Stored to Grid - Retries:
Files Stored to Grid - Reingested:
Bytes Stored to Grid:

File Store Rate:
Data Store Rate:
File Store Latency:

OFiles/s [ 0B/s [ 0 x|

13.3 MB

0 Transactions
0 Bis
Ous

Figure 69: Files Stored to Grid Pending

NOTE Files Stored to Grid — Pending includes files actively being written but
for which the ingest delay period has not expired. Therefore, Files
Stored to Grid — Pending will always be non-zero when ingests are

active.

In the example shown in Figure 70 below, the number of files waiting
to be stored goes up and down, but remains fairly low. Such a trend
could indicate that there was a short term overload due to network
throughput, disk I/O performance, grid services availability, and so on.

NetApp StorageGRID
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Files Stored to Grid - Pending vs Time
2010-07-13 14:28:23 PDT to 2010-07-20 14:28:23 FDT

Files Stored to Grid - Pending Ay~

| | | | | | |
Wed 14 Thu 15 Frils Sat 17 Sun 18 Mon 18 Tue 20
Time (days)

Figure 70: Files Stored to Grid Pending

In contrast, the trend shown in Figure 71 is not sustainable. If the
number of files waiting to be stored to the grid starts to increase, make
sure that all CMS and LDR services are operating normally. It is also
possible that the ingest rate is exceeding the throughput of the grid
and that a grid expansion is required.

Files Stored to Grid - Pending vs Time
2010-07-19 13:00:00 FDT te 2010-07-20 13:00:00 PDT

3004
250+
200+

1300 1800 2300 04:00 09:00
Time (hours)

Files Stored to Crid - Pending Ay

Figure 71: Non Sustainable Ingest Load

Total Cache Available may also be monitored: if new files are ingested
faster than existing cached files can be swapped out, the amount of
cache available may dip below the "Swapout No Create Watermark"
(defined in FSG Management). When this happens, the creation of new
files is temporarily disallowed until enough space is freed. This is
uncommon, but may occur; for example, when the grid has ingested
many small files followed by many large files. In this case, the FSG
may not be able to swap out the small files fast enough to make room
for the large files. If this happens, the client must throttle its ingest
rate.

Retrieve Load

118

To monitor the retrieve load on the grid, analyze the trends of these
four attributes over time (see Figure 72 below).
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Bytes Retrieved from Grid (FRGB) — The number of bytes
retrieved successfully from the grid.

File Retrieve Rate (FRRA) —

The rate at which files are success-

fully retrieved from the grid (number of transactions per second).

Data Retrieve Rate (FRBA) — The rate at which data is success-
fully retrieved from the grid (in bytes per second).

File Retrieve Latency (FRTM) — The average amount of time
required to retrieve the entire file from the grid. The average is cal-
culated over the last sampling period.

Overview \ Alarms

Reports Configuration

Main

3

Overview: FSG (170-178) - Storage

Updated: 2010-07-20 12:38:24 PDT

Total Cache 225GB

Total Cache Available 225GB

Percentage Total Cache Available 99.96 %

Cache Status Normal

File System Operations

Cached Files 0

Inodes Used 6

Inodes Available 199,999,994

Percentage Inodes Available 100 %

Create Operations 1

Bytes Read from Disk 4.26 MB

Bytes Written to Disk 45T MB

Disk Read Rate 1.91KB/s

Disk Write Rate 218 KB/s

File Transfer Summary

MNode Status  Stores Active File Store Rate Data Store Rate Retrieves Acte Fils Ratrien

Site AM30-54/FSC Idle =0 5 OFies/s M 0Bs B 0 H 0 Files/s

Store to Grid

Files Stored to Grid - Pending 0

Files Stored to Grid - Attempted 1

Files Stored to Grid - Successful 1

Files Stored to Grid - Cancelled 0

Files Stored to Grid - Retrying 0

Files Stored to Grid - Retries 0

Files Stored to Grid - Reingested 0

Bytes Stored to Grid 148

File Store Rate 0 Transactions/s

Data Store Rate 0B/s

File Store Latency: 0us

File Store Sessions 5

Retrieve From Grid

Files Retrieved from Grid - Pending 0

Files Retrieved from Grid - Attempted 0

Files Retrieved from Grid - Successful 0

Files Retrieved from Grid - Retrying 0

Files Retrieved from Grid - Retries 0 .

Files Retrieved from Grid - Failed 1] Retrieve load

Bytes Retrieved from Grid 0B attributes (FRGB
’

File Retrieve Rate 0 Transactions/s <_ FRRA FRBA

Data Retrigve Rate 0B/s ’ ’

File Retrieve Latency. 0us FRTM)

File Retrieve Sessions 5

Figure 72

: Retrieve Load Attributes

NetApp StorageGRID
215-06989_ A0

119



Grid Primer

Content Replication and Retention

A grid’s CMS services manage the replication of content (copies stored
to the grid) by applying the grid’s ILM policy. An ILM policy deter-
mines how many copies of an object are made, the appropriate
placement, and the length of time each copy is retained. You can track
what is happening with the ILM policy via the CMS » Content »
Overview page by looking at the number of objects in each of the fol-
lowing categories:

Pending

Unachievable

Future

Overview Alarms

Objects with ILM Evaluation Pending (ORpe)
The number of objects waiting to be processed.

Objects with Unachievable ILM Evaluations (ORun)

The number of objects that require additional copies to
be made, but the storage resources specified by the ILM
policy are unavailable to store the additional copies.

Objects Marked for ILM Re-evaluation (ORde)

The number of objects that currently satisfy the ILM
policy, but are due to be re-evaluated at a scheduled
point in the future, for instance because of a rule that
says “store a copy to archive media two years after
ingest”.

Reports Configuration

Overview: CMS (CSN1-B-1) - Content

Updated: 2010-07-20 14:43:17 FDT

Information Lifecycle Management

ILM Implementation Baseline 2 Copy Rule

ILM Version 1.0

Objects with Post-Processing Pending 0 Number of objects in
Objects with ILM Evaluation Pending 0 each category:

Objects with Unachievable ILM Evaluations 0 < pending, unachiev-
Objects Marked for ILM Re-evaluation 181,121 bl d fut OR
Lost Objects 1] apble, an uture ( un,
Mext Deferred Object Re-avaluation Time 2010-07-21 14:00:00 PDT ORpe' ORdE)

120

Figure 73: ILM Evaluation
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Metadata Replication and Synchronization

Metadata management depends on whether the CMS service uses
metadata replication or metadata synchronization.

NOTE Metadata synchronization is deprecated and no longer supported.

Metadata Replication by CMSs

The Metadata com-
ponent is only
displayed for CMSs
that use metadata
replication.

Information about metadata replication is shown in the Metadata com-
ponent of the CMS service (see Figure 74 below). The number of inter-
CMS messages that are needed to manage metadata is drastically
reduced when a grid uses metadata replication as compared to
metadata synchronization (see below).

| Overview \ Alarms Reports Configuration

Main

5 Overview: CMS (130-156) - Metadata

Updated: 2010-12-23 14:42:57 FST

Stored Objects 79
Managed Objects: I
Metadata Replication

Metadata with ILM Evaluation Pending 0

Metadata with Unachievable ILM Evaluations: 0

Metadata Marked for ILM Re-evaluation 0

MNext Deferred Object Re-avaluation Time 2010-12-24 13:00:00 PST
Metadata ILM Evaluations 5.468
Metadata ILM Evaluation Rate: 0 Objects/s
Average Metadata ILM Evaluation Time Ous
Metadata Copies

Active Metadata Copy Requests 0 Objects
Metadata Copy Rate: 0 Replications/s
Total Metadata Copy Requests 33
Metadata Updated

Locations Requiring Updates 0

Active Metadata Location Updates: 0 Objects
Metadata Location Update Rate 0 Objects/s
Total Metadata Location Updates: 2,087
Object Metadata Updated 0
Metadata Removals

Metadata Location Removal Rate 0 Purges/s
Total Metadata Location Removals: ™

Figure 74: CMS Metadata Component for Metadata Replication
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Metadata Synchronization by CMSs

NOTE Metadata synchronization is deprecated and no longer supported.

When an owner CMS service receives new metadata, it stores the
metadata in its local database and sends synchronization messages to
the other CMSs it must replicate metadata to. The attribute Queue Size
tracks the number of messages to be sent to another CMS service. The
corresponding attribute Incoming Messages tracks the number of syn-
chronization messages coming from another CMS service and waiting
to be processed (Figure 75).

- O iew: CMS (CSN1-B-1) - Synchronizati
w Upd\::idn’:(sgi‘ﬁzo 1456551 POT ) - Synchronization

Number of messages

Incorming Messages 0 1 -
Incorming Message Processing Rate: 0mM 153 < q ueu ed fOr SynCh roniza
Queue Size: 0 Messages tion (CS QT)

Processing

Meszsage Processing Rate 23 Messages/s

Messages Processed 8619746

Data Processing Rate 122 Kb/s

Data Processed 3.76 GB

Sending

Message Sending Rate: 14 Messages/s
Messages Sent: 9,183,092
Data Sending Rate: 7.15 Kbis

Data Sent, 259 GB

Figure 75: CMS Metadata Synchronization

During normal operations, it is possible for the ingest load to exceed
the rate at which the CMS services can synchronize metadata. This
temporary overload solution will resolve itself over time. However, if
synchronization messages start to accumulate, ensure that the other
CMS services are running normally and if the trend continues, escalate
the issue as it could be that the ingest rate is exceeding the throughput
of the grid.

FSG Replication

When an FSG ingests a file, it creates a file pointer to reference the
object and it replicates the file pointer to the other FSGs in its replica-
tion group. To verify that FSG replication is proceeding normally, look
at the attributes Operations Not Committed (SUOP), Operations Not Applied
(SPOP), Files Pending for Replication (FRPP), and Replication Errors
(RPER) in the FSG Replication component (see Figure 76 and

Figure 77).
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Overview Alarms Reports

Configuration

Main

b Overview: FSG (170-176) - Replication

Updsted: 2010-07-18 13:2218 FDT

Configured Role:
Current Role:
Replication Status:
Cluster Status:

FSG Group ID:
Primary FSG Node:
Connected Peers:
Failover Count:

Primary

Primary Active Session ID
Primary Next Operation Identifier:

Enqueued Messages

Secondary

Secondary Active Session 1D:
Secondary Next Operation Identifier:

Dequeued Messages:

Qperations Not Committed:
Qperations Not Applied:
Files Pending for Replication:
Replication Errors:

Primary
Active Primary
Normal

/A

1 Nodes
0

10
Site AMT0-41/FSG

0
@@

Qg Actlv_e
session on

/ Primary FSG
1234855739552128
4

2

cococo © oo

a

SEEE W
Qeee

Figure 76: Primary FSG Replication Messages

| Overview \ Alarms

Reports

Configuration

Main

b Overview: FSG (170-177) - Replication

Updated: 2010-07-16 13:22:18 FOT

N

Configured Role:
Current Role:

Secondary

Active Secondary

Replication Status: Normal

Cluster Status: MNA

FSG Group ID: 10

Primary FSG Node: Site AMT0A1FSG

Connected Peers: 1 Modes

Failover Count: 0

Primary Correspond-

Primary Active Session ID: 0 Ing a,Ctlve

- 0 session

Enqueued Messages: 0 (PAlD) on
Secondary

Secondary FSG with

Secondary Active Session ID: 1234855739552128 queue and

Secondary Next Operation Identifier: 4 backlog of

Dequeued Messages: 3 repllcatlon

Operations Mot Committed: 0 messages

Operations Not Applied: 0 <—(SUOP and

o U SPOP)
Replication Errors: 0

Figure 77: Secondary FSG Replication Messages

Operations Not Committed (SUOP) — The number of replication
messages from the primary FSG session that have not been written
to the secondary FSG yet.
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An upwards trend indicates that the grid is ingesting files faster than
the secondary FSG can process transactions. The number will go
back down during periods of reduced grid activity. If it does not go
down, escalate the issue as it could be that the ingest rate is exceed-
ing the throughput of the grid.

Operations Not Applied (SPOP) — The number of replication
messages to be processed on the secondary FSG in order to catch up
to the primary FSG.

An upwards trend indicates that the primary FSG is ingesting files
faster than the secondary FSG can process transactions. The number
of messages to be processed on the secondary FSG in order to catch
up to the primary FSG may temporarily increase during periods of
high grid activity or backups. (In older systems where “offline
backups” were used, SPOP increased during backups. As of
Release 8.1, offline backups are deprecated.)

The number will go back down during periods of reduced grid activ-
ity. If it does not go down, escalate the issue. This could be an
indication that there is an FSG “synchronization” problem or that the
ingest rate is exceeding the throughput of the grid.

Note that a temporary increase will also occur on an FSG that is
being restored (as it processes the replication backlog).

Files Pending for Replication (FRPP) — The number of new files
that have not been fully replicated because they are awaiting a repli-
cation message from the primary FSG indicating that the file has
been successfully stored to the grid.

If an upwards trend persists or value does not decrease and all FSG
services are operating correctly, and the Operations Not Applied attri-
bute on the secondary FSG service and Files Stored to Grid — Pending
attribute on the primary FSG service are zero, replication inconsis-
tencies may exist. If the value does not go down escalate the issue.

Replication Errors (RPER) — The number of replication messages
that the secondary FSG cannot apply to its file system because of a
conflict. For example, if the secondary FSG is asked to create a refer-
ence to a file in a directory that it has no record of, this is recorded as
a replication error.

When the FSG encounters a replication error, it increments RPER and
issues a log message with additional information about the replica-
tion error. This log message is picked up by the SSM events monitor
to provide some visibility in the NMS MI of files that have been
affected by replication errors. If the value does not go down or
persists escalate the issue.
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Gateway Node Failovers
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If the primary Gateway Node fails, the Replication Status (RSTU) alarm
is triggered, displaying a status of No Primary or No Session. What
happens next depends on the type of replication group.

Basic Replication Group

If the primary FSG in a Basic Gateway replication group fails, immedi-
ately notify a grid administrator who has access to the Admin or Vendor
account.

A manual failover procedure can be performed if the grid supports
business continuity failover. The secondary FSG can be manually con-
figured to act as a primary. After clients are manually redirected to the
acting primary, they can continue to read and write to the grid. This is
a temporary measure to maintain service while the primary FSG is
repaired: grid access is interrupted until manual failover is completed,
and the redundancy of file system information in the grid is reduced
while the secondary FSG is an acting primary FSG.

In grids that do not support business continuity failover, clients can
continue to access files via the read-only file system on the secondary
FSG while the primary is repaired, but they cannot write to the grid.

Situations may arise where the replication sessions on the FSG services
within a replication group may become inconsistent with each other.
Monitor FSGs to determine if replication sessions within a replication
group become inconsistent with each other. One indication of this is if
the active secondary Gateway Node’s Secondary Active Session ID is
zero or non-changing. For more information and procedures, see the
Maintenance Guide.

Following a failure, a manual recovery procedure must be performed
to replicate files at risk, even if the failed FSG recovers automatically.
For more details on recovery procedures, see the Maintenance Guide.

Note that an alarm is not raised if replication sessions become incon-
sistent with each other; however, if a situation triggers a No Session
alarm on Replication Status (RSTU), it may also affect replication
sessions.
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High Availability Gateway Replication Group

If the active primary FSG in a High Availability Gateway Cluster
(HAGC) fails, the standby primary FSG becomes the active primary
FSG without any manual intervention. The cluster status changes to
Vulnerable and the alarm FCST Cluster Status is triggered.

When a failover occurs, any client operations that are in progress fail,
as do client operations initiated while the standby primary FSG makes
the transition to active. Once the CIFS service starts on the new active
primary FSG, Windows CIFS clients should be able to process new
operations without remapping their connections to the primary FSG
cluster. NFS clients may have to remount shares before they can
continue to store and retrieve data to the Gateway cluster (depending
on the NFS client). Full grid functionality and full grid access is main-
tained while the second FSG is active.

Investigate the cause of the failure as soon as possible as another FSG
failure in the replication group will render FSG services unavailable.
To restore the grid to full redundancy after the failover, fail back to the
main primary manually and identify any files at risk of being lost. For
more information on failovers and recovery procedures, see the Main-
tenance Guide.

FSG Backups
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Within an FSG replication group, one FSG is designated as the backup
FSG. This FSG backs up the replication group managed file system
(the file pointer references) daily. The backup files are ingested into the
grid and by default are automatically deleted after 14 days.

The greater the number of objects, the longer it takes to back up the
FSG. The backup must complete each day.

You can view information about the FSG backups (for example,
backup schedule, backup duration, backup size, backup status) on the
FSG Backup component of the Gateway Node (see Figure 78 below).

The value for Number of Files is the total number of files on the FSG
managed file system as of the last backup. This includes files that are
pending for ingest and files for which ingest into the grid is disabled
through FSG profiles. For content information on a per share basis, see

NetApp StorageGRID
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FSG P Shares. Per share data is updated at the time of the FSG backup.
For more information, see “File Share Usage” on page 114.

Overview Alarms

Main

59' Overview: FSG (GN1-A-1) - Backup

Updated: 2010-07-20 08:20:23 PDT

Successful Backups:
Failed Backups
Backup Schedule
Mext Scheduled Backup

Current Backup

Current Status:
Start Time:

Backup Percentage Comnplete
Backup Rate:

Previous Backup
Eackug Becylt

. . Backup
; < status

0070 180010 poT ~———— Next Backup
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A
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Previous Start Time:
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Mumber of Objects
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Previous Backup Rate
Backup Object Size
Backup Data Size

Restore

Restore Result
Restore |dentifier
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uccessfil 26
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A2
0%

&

Figure 78: FSG Backup Attributes

For more information on backups, see the Administrator Guide.

LDR Verification
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215-06989_ A0

The grid is self-healing: it checks the integrity of the ingested objects
via a process called background verification. If a corrupt object is
found on an LDR, the object is quarantined and replaced with a copy
of an uncorrupted object stored elsewhere on the grid. The existence of
corrupt objects can indicate disk corruption or data tampering. By
default, background verification operates at an adaptive priority to
avoid interfering with normal grid operations.

You can view information about LDR verification, for example
progress and number of corrupt objects found, on the Verification com-
ponent of the LDR (see Figure 79 below). Any corrupt object should be
investigated.
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I Overview | Alarms Reports Configuration

Main

b Qverview: LDR (CSN1-B-1) - Verification
Updated: 2010-07-20 15:07:22 PDT

Object Verification Status Nao Errors =29
Background Verification
Verification Priority: Adaptive =9
Verification Coverage Full
Verification Progress
Percentage Complete 0% < =) BaCkground
Average Object Stat Time 10 us e verlflcatlon
Objects Verified 261,006 =
Object Verification Rate 3.567 Objects/s e progress
Bytes Verified 301GB =
Byte Verification Rate 414 KB/s e

Number of
Verification Results ¢
Missing Objects Detected. 2 = | Corru p
Corrupt Objects Detected 6 < = Ob ects
Obiects Quarantined =@ J

Figure 79: LDR Verification Attributes

There is another type of LDR verification called foreground verifica-
tion. Foreground verification detects whether objects are missing. The
LDR foreground verification procedure is initiated by a grid task and
is used mostly during maintenance. See Table 20 for a comparison of

the two types of LDR verification.

Table 20: LDR Verification

Background

Foreground

Runs continuously at a low level

Used in maintenance procedures

Automatic

Initiated by a grid task

Identifies corrupt objects

Identifies missing objects

Performed by the Storage Nodes

Performed by Control Nodes

Slower process

Faster process

Adaptive, lower priority

Higher priority

All attributes on Figure 79 above refer to LDR background verification
except for Missing Objects Detected which is updated by foreground

verification.

For more information on LDR verification, see the Administrator Guide.
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Archive Node Capacity

Each Archive Node can interface with archival media managed by
Tivoli Storage Manager (TSM).

In a grid that includes a TSM Archive Node, the TSM middleware has
no way to inform the Archive Node when the TSM database or the
archive media managed by the TSM is near capacity. The

Archive Node will continue to accept objects for archiving after the
TSM stops accepting new content and the Store Failures (ARVF) alarm is
triggered.

NMS Database Usage Rates

NetApp StorageGRID
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Attribute values are saved to the NMS database. As attribute data is
saved to the NMS database the size of the NMS database grows as the
amount of free tablespace decreases.

Overview Alarms Reports Configuration

Main

l. Overview: NMS (Phx-DC-AN1) - Database

Updated: 2010-07-20 15:12:37 PDT

Configuration

Database Type MySaL
Database Version: 5.1.51og
Database Engine InnoDB

Tablespace

Allocated Tablespace 18.3 GB
Free Tablespace: 17.8 GB

Figure 80: NMS Database

L
@

Monitor database usage rates to determine when the amount of free
tablespace remaining will reach a critical level. When the NMS
database begins to run out of free tablespace the Admin Node must be
refreshed. (The NTBR alarm is triggered.)

In the following example, database rate usage is a steady 0.3 GBs per
day.
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Grid Tasks

Free Tablespace (GB) vs Time
2010-07-13 15:17:01 PDT to 2010-07-20 15:17:01 FDT

Free Tablespace (CB) Ay

| | | | | | |
Wed 14 Thu 18 Frilg Sat 17 sun 18 Mon 19 Tue 20
Time (days)

Figure 81: Free Tuablespace Usage Rate

You may notice spikes in the Free Tablespace chart. At regular inter-
vals, raw data and downsampled data is purged from the NMS
database. This will reclaim some tablespace. Note that not all attribute
data is purged from the NMS database.
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A grid task is a program that performs grid procedures that involve
several grid services automatically. For instance, LDR foreground veri-
fication is performed via a grid task. Most maintenance and expansion
procedures involve running grid tasks.

You can follow the progress of a grid task from the CMN Grid Tasks
Overview tab (see Figure 82 and Table 21). Running grid tasks is
restricted to accounts with Maintenance permissions such as the Admin
and Vendor accounts.

Overview |\ Alarms Reports ‘Configuration

Main

“ =] Overview: CMN (170-176) - Grid Tasks

1= Updsted: 2010-07-20 15:21:08 FDT

Pending Tasks 0 ]
Active Tasks! 1 ]
Aborted Tasks 0 = |
Failed Tasks 0 = |
Completed Tasks 1 = |
Status No Error (]
Pending
Task ID Description Valid From Valid To Source
Active
Task ID Description Start Time Duration Stage % Complete Status Message
LDR Foreground Verification: Node ID 2010-07-21 11:32:02 oG
3510053281 12643292 POT 3ms NA 0% I Running 5 & NA
Historical
Task ID Description Start Time Completion Time Status

3075055857 LDR Foreground Verification: Node ID 12643292 2010-07-20 11:42:07 PDT 2009-03-10 11:42:53 PDT Successful &)

Figure 82: Grid Tasks Overview
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Grid tasks go through three distinct phases:
Pending The grid task has been submitted, but not yet started.

Active The grid task has been started. It can be either actively
running or temporarily paused.

Historical An historical grid task is a task that has been submitted
but is no longer active. This includes grid tasks that
completed successfully, grid tasks that were rejected
(for example because the valid time period had
expired), grid tasks that were cancelled or aborted, and
grid tasks that terminated in error.

Table 21: Grid Tasks Overview Fields

Field Description

Task ID Unique identifier assigned when the task is created.

Description Brief description of the purpose of the task.

Valid From Date from which the task is valid. The grid task will be rejected if it is submitted
before this date.

Valid To Date until which the task is valid. The grid task will be rejected if it is submitted
after this date.

Source The author of the grid task.

Start Time Date and time on which the grid task was started.

Duration Estimated amount of time since the grid task was started.

Stage Description of the current stage of the active task.

% Complete

Progress indicator for active tasks.
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Table 21: Grid Tasks Overview Fields (cont.)

Field Description
Status Current status of the active or historical task. For active tasks, one of:
e Starting

*  Running
e DPausing

e Paused

Error: An error has been encountered. User action is required.

e Aborting

L]

Abort Paused: Task failed to be aborted and is paused in error.
For historical tasks, one of:

*  Successful

Rollback Failed

Expired

Aborted

Cancelled

*  Duplicate

L]

Unauthorized

Invalid

Message Information about the last stage of the active task.

Completion time  The date and time on which the grid task completed (or failed or expired or was
aborted).

For more information on grid tasks, see the Administrator Guide.
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Common Alarms

Table 22 below lists common alarms that are usually no cause for
concerns as long as trends do not develop.

Table 22: Common Alarms

Category Code Service Notes

Content RIRF LDR Replication alarms (Inbound Replications —
replication Failed RIRF and Outbound Replications —
RORF ARC Failed RORF) occur in general during periods

of high load or due to temporary network dis-
ruptions. After grid activity goes back down,
these alarms should clear. If the count of failed
replications continues to increase, look for
network problems and verify that the source
and destination LDRs and the ARCs are
online and available.

Overview Alarms Reports Configuration

Wain History

4 ™~ Alarms: LDR (170-176) - Replication

Updated: 2010-08-01 13:37:00 POT

Jm_-_--_—

\)Ihllli

\) RIRF (Inbound Replications - Atleasts0 2,465 5,428 2010 0313 10:22:20
Winor Failed) FDT

D Sy et | L e
D sty e seotceton [ S [ [ e

O RORF (Duthound Replications - Atleast50 2010-03-1008:43:32 389 1 7@ 2010-03-1310:22:20 >
b 0

ner Failed) PDT PDT
Apply Changes *

Figure 83: Common LDR Replication Alarms: RIRF & RORF

2010 03-10 0955 33
PDT

Network NRER SSM Network interface errors (Receive Errors
NRER and Transmit Errors NTER) are fairly
NTER . .
common with some network interface adapt-
ers. These errors may clear without being
manually reset. If they do not clear, check the
network hardware.
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Table 22: Common Alarms (cont.)

Category Code Service Notes

Qverview "‘.‘l Alarms \| Reports "‘.‘|Conﬁgurmion "‘.‘

Wain Histary

lﬁ Alarms: SSM (SN3-B-1) - Resources
Updated, 2010-03-27 12:53:34 PDT

e [t il o G Tl Trigger Value Current Value Acknowledge Time Acknowledge
T ey prmesm ey
B —
B —
i —
D i e | I
Dy =
B —
e —
e —
B —
P —
enes —
B —
i e I
LJNU“CE MRER (Receive Errors) At least 50 é%’l_ru'ﬂlﬂi 1AL o, ks -

|y NTER (Transmit Ertors} Aleastso 2010-091011:4836 53 = -

Figure 84: Common Network Alarms: NRER, NTER

Resource UMEM SSM Minor alarms for Available Memory (the

utilization amount of system RAM available for system
operations) set by default at 100 MB are not a
cause for concern unless available memory
continues to decrease. This could indicate a
serious problem.

Total events SMTT

W

SM The total number of logged error or fault
events (Total Events SMTT) includes errors
such as network errors and FSG replication
errors. Unless these errors have been cleared
(that is, the count has been reset to 0), total
events alarms may be triggered.

NOTE This alarm is safe to ignore only if the
events that triggered the alarm have
been investigated.
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Table 22: Common Alarms (cont.)

Category Code Service Notes
Qverview "‘.‘ | Alarms \| Reports "‘.‘ | Configuration "‘.‘
Main History

Alarms: SSM (CSN1-A-1) - Events

Updated, 2010-03-27 12:49:00 PDT

Severity Attribute Description Alarm Time Trigger Value Current Value Acknowledge Time Acknowledge
e T

LJNm SMTT (Total Events) At least 1 5010 03-26 22:11:01 1

D ._-_---ﬂ
Jw._- | [ =

Normal _-_---“

Figure 85: Common Events Alarm: Total Events

For more information on these and other alarms, see the Troubleshoot-
ing Guide.
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ACL

active primary
FSG

ADC

ADE

Admin Node

AMS

API

API
Gateway Node

ARC
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Access control list—Specifies what users or groups of users are
allowed to access an object and what operations are permitted, for
example read, write, and execute.

In an HAGC, the FSG that is currently providing read-write service to
clients. See also “FSG replication group”.

Administrative Domain Controller — A software component of the
StorageGRID system. The ADC service maintains topology informa-
tion, provides authentication services, and responds to queries from
the LDR, CMS, CMN, and CLB. The ADC service is found on the
Control Node.

Asynchronous Distributed Environment—Proprietary development
environment used as a framework for grid services within the NetApp
StorageGRID Software.

A building block of the StorageGRID system. The Admin Node
provides services for the web interface, grid configuration, and audit
logs. See also “reporting Admin Node”, “processing Admin Node”,

“primary Admin Node”, “Audit Node”, and “HCAC”.

Audit Management System — A software component of the Stor-
ageGRID system. The AMS service monitors and logs all audited
system events and transactions to a text log file. The AMS service is
found on the Admin Node — reporting Admin Node in a High
Capacity Admin Cluster (HCAC) and the Audit Node.

Application Programming Interface— A set of commands and func-
tions, and their related syntax, that enable software to use the
functions provided by another piece of software.

Application Programming Interface Gateway Node provides read-
write access for HTTP clients (via StorageGRID API or CDMI). API
Gateway Nodes are configured to include a “CLB” service, but not an
“FSG” service. As a result, API Gateway Nodes do not support NFS/
CIFS file systems and are not configured as part of a replication group.

Archive— A software component of the StorageGRID system. The
ARC service manages interactions with archiving middleware that
controls nearline archival media devices such as tape libraries. The
ARC service is found on the Archive Node.
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Archive Node

Audit Node

audit message

atom

AutoYaST

BASEG4

Basic Gateway
replication
group

Binding

bundle

business
continuity
failover
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A building block of the StorageGRID system. The Archive Node
manages storage of data to nearline data storage devices such as such
as tape libraries (via IBM Tivoli® Storage Manager).

A building block of the StorageGRID system. The Audit Node logs all
audit system events. It is an optional grid node that is generally
reserved for larger grid deployment.

Information about an event occurring in the StorageGRID system that
is captured and logged to a file.

Atoms are the lowest-level component of the container data structure,
and generally encode a single piece of information. (Containers are
sometimes used when interacting with the grid via the StorageGRID
API).

An automated version of the Linux installation and configuration tool
YaST (“Yet another Setup Tool”), which is included as part of the SUSE
Linux distribution.

A standardized data encoding algorithm that enables 8-bit data to be
converted into a format that uses a smaller character set, enabling it to
safely pass through legacy systems that can only process basic (low
order) ASCII text excluding control characters. See RFC 2045 for more
details.

A Basic Gateway replication group contains a primary FSG and one or
more secondary FSGs.

The persistent assignment of a grid service (for example, an FSG or
SSM) to the consolidated NMS service or processing NMS service. This
assignment is based on grid topology (consolidated Admin Node or
HCAC). See also “Admin Node”.

A structured collection of configuration information used internally by
various components of the grid. Bundles are structured in container
format.

A business continuity failover within a Gateway Node replication
group is one where a secondary Gateway Node is manually config-
ured to act as a primary after the primary Gateway Node fails. Clients
can continue to read and write to the grid after they are manually redi-
rected to the acting primary. This is a temporary measure to maintain
service while the primary Gateway Node is repaired.

NetApp StorageGRID
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CBID

CDMI

CIDR

CIFS

CLB

Cloud Data
Management
Interface

CMN

CMS

command

container
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Content Block Identifier — A unique internal identifier of a piece of
content within the StorageGRID system.

Cloud Data Management Interface — An industry standard defined by
SNIA that includes a RESTful interface for object storage. For more
information, see http://www.snia.org/cdmi.

Classless Inter-Domain Routing — A notation used to compactly
describe a subnet mask used to define a range of IP addresses. In CIDR
notation, the subnet mask is expressed as an IP address in dotted
decimal notation, followed by a slash and the number of bits in the
subnet. For example, 192.0.2.0/24.

Common Internet File System — A file system protocol based on
SMB (Server Message Block, developed by Microsoft) which coexists
with protocols such as HTTP, FTP, and NFS.

Connection Load Balancer — A software component of the Stor-
ageGRID system. The CLB service provides a gateway into the grid for
clients connecting via the HTTP protocol. The CLB service is part of
the Gateway Node.

See “CDMI” on page 139.

Configuration Management Node— A software component of the
StorageGRID system. The CMN service manages system-wide
configuration and grid tasks. The CMN service is found on the
primary Admin Node.

Content Management System — A software component of the Stor-
ageGRID system. The CMS service manages content metadata and
content replication according to the rules specified by the ILM policy.
The CMS service is found on the Control Node.

In HTTP, an instruction in the request header such as GET, HEAD,
DELETE, OPTIONS, POST, or PUT. Also known as an HTTP method.

A container is a data structure used by the internals of grid software.
In the StorageGRID API, an XML representation of a container is used
to define queries or audit messages submitted using the POST
command. Containers are used for information that has hierarchical
relationships between components. The lowest-level component of a
container is an atom. Containers may contain 0 to N atoms, and 0 to N
other containers.
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content block
1D

content handle

consolidated
Admin Node

consolidated
NMS

Control Node

CSTR
DC

deduplication

distributed CMS

DR

EMR

Enablement
Layer

FCS
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See “CBID”.

See “UUID”.

Admin Node hosting the consolidated NMS service. Can be the
primary Admin Node.

Hosted by the consolidated Admin Node. It is the equivalent of a
combined reporting NMS and processing NMS service. See also
“NMS”.

A building block of the StorageGRID system. The Control Node
provides services for managing content metadata and content
replication.

Null-terminated, variable length string.
Data Center site.

If enabled, when the grid identifies two files as being identical, it
“deduplicates” them by redirecting all content handles to point to a
single stored instance of the file. The end result is that only the number
of copies required by the ILM policy are stored in the grid. The feature
was designed for use with applications that save two identical copies
of a file to the grid via different Gateway Nodes.

NOTE Deduplication is deprecated and no longer supported.

A CMS that uses metadata replication. See also “metadata
replication”.

Disaster Recovery site.

Electronic Medical Records— A computerized system for managing
medical data that may be interfaced to the grid.

The Enablement Layer for StorageGRID Software CD is used during
installation to customize the Linux operating system installed on each
grid server. Only the packages needed to support the services hosted
on the server are retained, which minimizes the overall footprint
occupied by the operating system and maximize the security of each
grid node.

Fixed Content Storage—a class of stored data where the data, once
captured, is rarely changed and must be retained for long periods of
time in its original form. Typically this includes images, documents,
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FSG

FSG replication
group

Gateway Node

Gateway Node
replication
group

GDU

GPT

Grid ID signed
text block

grid node
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and other data where alterations would reduce the value of the stored
information.

A “fully distributed” grid deployment topology that completely
decentralizes site deployments. There is no DC or DR site. Data
sharing and disaster recovery is achieved in a peer-to-peer manner by
automatically distributing data to other Federated sites.

File System Gateway — A software component of the StorageGRID
system. The FSG service enables standard network file systems to
interface with the grid. The FSG service is found on the

Gateway Node.

A replication group is a group of FSGs that provide grid access to a
specified set of clients. Within each replication group, there is a
primary FSG (or a primary FSG cluster) and one or more secondary
FSGs. The primary FSG allows clients read and write access to the
grid, while storing file system information (file pointers) for all files
saved to the grid. The secondary FSG “replicates” file system informa-
tion, and backs up this information to the grid on a regular schedule.

A building block of the StorageGRID system. The Gateway Node
provides connectivity services for NFS/CIFS file systems and the
HTTP protocol.

See “FSG replication group”.

Grid Deployment Utility — A StorageGRID software utility used to
facilitate the installation and update of software on all grid nodes.
GDU is installed and available on the primary Admin Node.

Grid Provisioning Tool — a software tool included with StorageGRID
software that permits you to provision a grid for installation, upgrade,
maintenance, or expansion. GPT creates and maintains an encrypted
“repository” of information about the grid that is required to maintain
the grid and recover failed grid nodes.

A BASE64 encoded block of cryptographically signed data that
contains the grid ID which must match the grid ID (gid) element in the
grid specification file. See also “provisioning”.

The name of the StorageGRID system building blocks, for example
Admin Node or Control Node. Each type of grid node consists of a set
of services running on a server.
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Grid
Specification
File

Grid Task

HAGC

HCAC

HTTP

HTTPS

ILM

inode

KVM

An XML file that provides a complete technical description of a
specific grid deployment. It describes the grid topology, and specifies
the hardware, grid options, server names, network settings, time syn-
chronization, and gateway clusters included in the grid deployment.
The Deployment Grid Specification file is used to generate the files
needed to install the grid.

A managed sequence of actions that are coordinated across a grid to
perform a specific function (such as adding new node certificates).
Grid Tasks are typically long-term operations that span many entities
within the grid. See also “Task Signed Text Block”.

High Availability Gateway Cluster—An HAGC is a primary gateway
cluster that consists of a main FSG and a supplementary FSG. A high
availability gateway replication group optionally includes one or more
secondary FSGs.

High Capacity Admin Cluster —An HCAC is the clustering of a
reporting Admin Node and processing Admin Node. The result is an
increase to a grid’s capacity for grid services and thus grid nodes. See

also “reporting Admin Node”, “processing Admin Node”, and
“Admin Node”.

Hyper-Text Transfer Protocol— A simple, text based client/server
protocol for requesting hypertext documents from a server. This
protocol has evolved into the primary protocol for delivery of informa-
tion on the World Wide Web.

Hyper-Text Transfer Protocol, Secure—URISs that include HTTPS
indicate that the transaction must use HTTP with an additional
encryption/authentication layer and often, a different default port
number. The encryption layer is usually provided by SSL or TLS.
HTTPS is widely used on the internet for secure communications.

Information Lifecycle Management— A process of managing content
storage location and duration based on content value, cost of storage,
performance access, regulatory compliance and other such factors.

On Unix/Linux systems, a data structure that contains information
about each file, for example, permissions, owner, file size, access time,
change time, and modification time. Each inode has a unique inode
number.

Keyboard, Video, Mouse— A hardware device consisting of a key-
board, LCD screen (video monitor), and mouse that permits a user to
control all servers in a rack.

NetApp StorageGRID
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latency

LDR

LUN

main primary
FSG

metadata

metadata
replication

metadata
synchronization

MI

namespace

nearline
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Local Area Network—A network of interconnected computers that is
restricted to a small area, such as a building or campus. A LAN may be
considered a node to the Internet or other wide area network. Contrast
with WAN.

Time duration for processing a transaction or transmitting a unit of
data from end to end. When evaluating system performance, both
throughput and latency need to be considered. See also “throughput”.

Local Distribution Router — A software component of the StorageGRID
system. The LDR service manages the storage and transfer of content
within the grid. The LDR service is found on the Storage Node.

See “object store”.

In an HAGC, the FSG that is configured to be the active primary FSG
by default.

Information related to or describing an object stored in the grid, for
example file ingest path or ingest time.

In a grid that uses metadata replication, a CMS makes copies of
metadata on the subset of CMSs that are in its CMS replication group,
and then applies the grid’s ILM policy to content metadata. In the
NMS MI, CMSs that use metadata replication display the Metadata
component. Called “distributed CMS” in a previous release.

In a grid that uses metadata synchronization, a CMS synchronizes
metadata with all other read-write CMSs in the grid. Called “synchro-
nized CMS” in a previous release.

NOTE Metadata synchronization is deprecated.

Management Interface —The web-based interface for managing and
monitoring the StorageGRID system provided by the NMS software
component. See also “NMS”.

A set whose elements are unique names. There is no guarantee that a
name in one namespace is not repeated in a different namespace.

A term describing data storage that is neither “online” (implying that
it is instantly available like spinning disk) nor “offline” (which could
include offsite storage media). An example of a nearline data storage
location is a tape that is loaded in a tape library, but is not necessarily
mounted.
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NFS

NMS

node ID

NTP

object store

object
segmentation

OID
primary
Admin Node

primary FSG

processing
Admin Node

processing NMS
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Network File System — A protocol (developed by SUN Microsystems)
that enables access to network files as if they were on local disks.

Network Management System — A software component of the Stor-
ageGRID system. The NMS service provides a web-based interface for
managing and monitoring the StorageGRID system. The NMS service
is found on the Admin Node (both the reporting and processing
Admin Nodes in an HCAC). There are three types of NMS service:
consolidated, reporting, and processing. See also “MI” and

“Admin Node”.

An identification number assigned to a grid service within the Stor-
ageGRID system. Each service (such as an CMS or ADC) in a single
grid must have a unique node ID. The number is set during system
configuration and tied to authentication certificates.

Network Time Protocol — A protocol used to synchronize distributed
clocks over a variable latency network such as the internet.

A configured file system on a disk volume. The configuration includes
a specific directory structure and resources initialized at system
installation.

A StorageGRID process that splits a large object into a collection of
small objects (segments) and creates a segment container to track the
collection. The segment container contains the UUID for the collection
of small objects as well as the header information for each small object
in the collection. All of the small objects in the collection are the same
size. See also “segment container”.

Object Identifier — The unique identifier of an object.

Admin Node that hosts the CMN service. There is one per grid. In an
HCAC, the CMN service is hosted by the primary reporting
Admin Node. See also “Admin Node” and “HCAC”.

In an FSG replication group, the FSG that provides read-write services
to clients. See also “FSG replication group”.

Performs attribute and configuration processing that is passed on to
the reporting Admin Node as part of a High Capacity Admin Cluster.
See also “reporting Admin Node” and “HCAC”.

Hosted by the processing Admin Node. Provides attribute and data
processing functionality. Only operates in conjunction with a reporting
Admin Node and the reporting NMS. See also “NMS”.
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provisioning

quorum

reporting
Admin Node

reporting NMS

SAID

Samba

SATA

SCsi

secondary FSG

security parti-
tion
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The process of editing the Grid Specification File (if required) and gen-
erating a new or updated SAID package and GPT repository. This is
done on the primary Admin Node using the provision command. The
new or updated SAID package is saved to the Provisioning Media. See
also “Grid Specification File” and “SAID”.

A simple majority: 50% + 1 of the total number in the grid. In Stor-
ageGRID software, some functionality may require a quorum of the
total number of some types of service to be available.

Reports attribute and configuration information to web clients as part
of a High Capacity Admin Cluster. See also “processing Admin Node”
and “HCAC”.

Hosted by the reporting Admin Node. Reports status information
about the grid and provides a browser-based interface. Only operates
in conjunction with a processing Admin Node and the processing
NMS. See also “NMS”.

Software Activation and Integration Data—Generated during provi-
sioning, the SAID package contains site-specific files and software
needed to install a grid.

A free suite of programs which implement the Server Message Block
(SMB) protocol. Allows files and printers on the host operating system
to be shared with other clients. For example, instead of using telnet to
log in to a Unix machine to edit a file there, a Windows user might
connect a drive in Windows Explorer to a Samba server on the Unix
machine and edit the file in a Windows editor. A Unix client called
“smbclient”, built from the same source code, allows FTP-like access to
SMB resources.

Serial Advanced Technology Attachment—A connection technology
used to connect servers and storage devices.

Small Computer System Interface — A connection technology used to
connect servers and peripheral devices such as storage systems.

A read-only FSG that may also perform backups of the FSG replication
group. See also “FSG replication group”.

If enabled, access to content ingested into the grid is restricted to the
application, HTTP client, or FSG replication group that ingested the
object.
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Server Manager

service

SGAPI

SLES

sQL

ssh

SSM

SSL

standby
primary FSG

Storage Node
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An object created by StorageGRID during the segmentation process.
Object segmentation splits a large object into a collection of small
objects (segments) and creates a segment container to track the collec-
tion. A segment container contains the UUID for the collection of
segmented objects as well as the header information for each segment
in the collection. When assembled, the collection of segments creates
the original object. See also “object segmentation”.

Used when referring specifically to hardware.

Application that runs on all grid servers, supervises the starting and
stopping of grid services, and monitors all grid services on the server.

A unit of the StorageGRID software such as the ADC, CMS or SSM.

StorageGRID Application Programming Interface— A set of
commands and functions, and their related syntax, that provides
HTTP clients with the ability to connect directly to the StorageGRID
system (to store and retrieve objects) without the need for a
Gateway Node.

SUSE Linux Enterprise Server — A commercial distribution of the SUSE
Linux operating system, used with the StorageGRID system.

Structured Query Language — An industry standard interface
language for managing relational databases. An SQL database is one
that supports the SQL interface.

Secure Shell — A Unix shell program and supporting protocols used to
log in to a remote computer and execute commands over an authenti-
cated and encrypted channel.

Server Status Monitor — A unit of the StorageGRID software that
monitors hardware conditions and reports to the NMS. Every server in
the grid runs an instance of the SSM. The SSMS service is present on all
grid nodes.

Secure Socket Layer —The original cryptographic protocol used to
enable secure communications over the internet. See also “TLS”.

In an HAGC, the FSG that is available to take over and provide read-
write services to clients in event of the failure of the active primary
FSG.

A building block of the StorageGRID system. The Storage Node
provides storage capacity and services to store, move, verify, and
retrieve objects stored on disks.
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StorageGRID®
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URI
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A registered trademark of NetApp Inc. for their fixed-content storage
grid architecture and software system.

See “SGAPI”.

See “object store”.

In an HAGC, the FSG that is configured to be the standby primary FSG
by default.

See “SLES” —SUSE Linux Enterprise Server.

See “metadata synchronization”.

A BASE64 encoded block of cryptographically signed data that
provides the set of instructions that define a grid task.

Transmission Control Protocol / Internet Protocol — A process of
encapsulating and transmitting packet data over a network. It includes
positive acknowledgement of transmissions.

The amount of data that can be transmitted or the number of transac-
tions that can be processed by a system or subsystem in a given period
of time. See also “latency”.

Transport Layer Security — A cryptographic protocol used to enable
secure communications over the internet. See RFC 2246 for more
details.

The parameters, such as the byte order and compression method,
needed to exchange data between systems.

Tivoli® Storage Manager — IBM storage middleware product that
manages storage and retrieval of data from removable storage
resources.

Universal Resource Identifier — A generic set of all names or addresses
used to refer to resources that can be served from a computer system.
These addresses are represented as short text strings.

A language-independent international abbreviation, UTC is neither
English nor French. It means both “Coordinated Universal Time” and
“Temps Universel Coordonné”. UTC refers to the standard time
common to every place in the world.

Universally Unique Identifier —Unique identifier for each piece of
content in the StorageGRID. UUIDs provide client applications with a

147



Grid Primer

148

VM

XFS

WAN

XML

content handle that permits them to access grid content in a way that
does not interfere with the grid’s management of that same content. A
128-bit number which is guaranteed to be unique. See RFC 4122 for
more details.

Virtual Machine— A software platform that enables the installation of
an operating system and software, substituting for a physical server
and permitting the sharing of physical server resources amongst
several virtual “servers”.

A scalable, high performance journaled file system originally devel-
oped by Silicon Graphics.

Wide Area Network — A network of interconnected computers that
covers a large geographic area such as a country. Contrast with
IILAN// .

eXtensible Markup Language— A text format for the extensible repre-
sentation of structured information; classified by type and managed
like a database. XML has the advantages of being verifiable, human
readable, and easily interchangeable between different systems.
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Account Management 29, 34-36
acknowledging alarms 47
ACLs
defined 137
Active Objects attribute
(AROP) 80
active primary FSG
defined 137
Active Replications attribute
(DCdA) 76
Active Retrieves attribute
(ARAR) 88
active session file 99
ADC 14,15, 61
defined 137
ADE
defined 137
Admin group account 35
Admin Node 12, 13, 15, 16
defined 137
interface engine status 28
Administrative Domain
Controller. See ADC.
Administrator Guide 21
ADOP Purged Objects
attribute 95
aggregate text report 55
alarm indicators
critical 40
major 40
minor 40
normal 40
notice 40
alarms 38-49
acknowledge 47
Alarms tab 31, 46
by code
NRER Receive Errors 133
NTER Transmit Errors 133
RIRF Inbound Replications -
Failed 133
RORF Outbound Replications
- Failed 133
RSTU Replication Status 125
SMTT Total Events 134
UMEM Available
Memory 134
color 38
common alarms 133
customization 42
e-mail notifications 41
history 44, 46
icons 39
indicator
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dark orange 40
green 40
light orange 40
red 40
yellow 40
indicator propagation 40
indicators 38
information on 45
reviewing 43
service state indicator
blue 39
gray 39
green 39
severity
critical 40
major 40
minor 40
normal 40
notice 40
severity level 39
state
administratively down 39
connected 39
unknown 39
system status 44
triggering 39
Alarms tab 31, 46
AMS 13,14, 15
defined 137
API
defined 137
API Gateway Node 14, 15
defined 137
Apply Changes button 33
ARAR Active Retrieves
attribute 88
ARBA Archived Bytes
attribute 80, 106
ARC 14,15
components
replication 133
retrieve 88
store 80, 95, 106
defined 137
Replication component 81
archive 79
archive media 14, 79, 106
storage capacity 107, 129
Archive Node 13, 14, 15
defined 138
Archive service. See ARC.
Archive. See ARC
Archived Bytes attribute 80, 106
Archived Objects attribute 80
archiving content 79

ARCR Client Requests
attribute 88
area graphs 50
AROA Archived Objects
attribute 80
AROP Active Objects attribute 80
atom
defined 138
attribute description 32
attribute values
accuracy 32
updating 32
attributes 103
by code
ADOP Purged Objects 95
ARAR Active Retrieves 88
ARBA Archived Bytes 80, 106
ARCR Client Requests 88
AROA Archived Objects 80
AROP Active Objects 80
COoM Managed Objects 73,
94
COoT Stored Objects 73, 94
CORS Estimated Remaining
Object Capacity 74,103,110
CsQL Incoming
Messages 122
CsQT Queue Size 105, 122
DBSP Free Tablespace 74, 94,
103, 110
DCdA Active Replications 76
DCdT Total Replications 76
DCpT Purges 94
FCRO Create Operations 68,
97
FRBA Retrieve Store Rate 119
FRGA Files Retrieved from
Grid - Attempted 85
FRGB Bytes Retrieved from
Grid 85, 119
FRGC Files Retrieved from
Grid - Successful 85
FRGN File Remove Notifica-
tions attribute 90, 97
FRGP Files Retrieved from
Grid - Pending 85
FRPP Files Pending for
Replication 106, 124
FRRA File Retrieve Rate 119
FRTM File Retrieve
Latency 104, 119
FSBA Data Store Rate 115
FSCF Cached Files 70
FSGA Files Stored to Grid -
Attempted 68
FSGB Bytes Stored to Grid 69,
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115
FSGC Files Stored to Grid -
Successful 68,97
FSGP Files Stored to Grid -
Pending 69, 104, 116
FSIA Inodes Available 68, 105
FSIP Inodes Available 105
FSIU Inodes Used 68, 105
FSRA File Store Rate 115
FSRB Bytes Read from
Disk 69, 85
FSSA Files 114
FSSA Remaining 70, 91, 104
FSSB Files 114
FSSB Used 70, 91, 104
FSSF Files 70, 91, 104
FSSL Files 115
FSSL Remaining (Week) 70,
91

FSSR Files 114
FSSR Remaining (Week) 70,
91

FSTA Total Cache
Available 69, 85, 118

FSTM File Store Latency 115

FSWB Bytes Written to
Disk 69, 85

HAID Inbound DELETEs -
Attempted 92

HAIG Inbound GETs -
Attempted 86

HAIP Inbound PUTs -
Attempted 71

HIDC Inbound DELETEs -
Successful 92

HIGC Inbound GETs -
Successful 86

HIPC Inbound PUTs -
Successful 71

ILev ILM Evaluations 76, 94

OCOM Objects
Committed 72,77

OCOR Corrupt Objects
Detected 128

OMIS Missing Objects
Detected 128

OPUR Objects Purged 93

ORde Objects Marked for ILM
Re-valuation 120

ORET Objects Retrieved 77,
81, 87

ORpe Objects with ILM Eval-
uation Pending 76, 105, 120

ORun Objects with Unachiev-
able ILM Evaluations 105,
120

PAID Primary Active Session
ID 101, 123

PBDS Backup Data Size 104,
112

PBNF Number of Files 112,

113,115

PBNO Number of
Objects 104, 112

PEOP Enqueued
Messages 101

PMCA Percentage Metadata
Capacity Available 103

PSCU Percentage Storage Ca-
pacity Used 103

RIRC Inbound Replications -
Completed 78, 81

RIRC Outbound Replications -
Completed 82

RORC Outbound Replications
- Completed 78

RPER Replication Errors 124

SAID Secondary Active Ses-
sionID 102, 123

SAVP Total Usable Space
(Percent) 72,77,93

SDOP Dequeued
Messages 102

SPOP Operations Not
Applied 106, 124

SPOP Operations Not Ap-
plied attribute 102

SPSD Total Persistent Data
(Percent) 72,77,93

STAS Total Usable Space 72,
77,103, 108

SUQP Operations Not
Committed 102, 106, 123

SUSA Total Free Space 72,77,
103

SUSP Total Free Space
(Percent) 72,77

SVFEP Percentage
Complete 128

by name

Active Objects 80

Active Replications 76

Active Retrieves 88

Archived Bytes 80, 106

Archived Objects 80

Backup Data Sizes 104, 112

Bytes Read from Disk 69, 85

Bytes Retrieved from Grid 85,
119

Bytes Stored to Grid 69, 115

Bytes Written to Disk 69, 85

Cached Files 70

Client Requests 88

Corrupt Objects Detected 128

Create Operations 68, 97

Data Retrieve rate 119

Data Store rate 115

Dequeued Messages 102

Enqueued Messages 101

Estimated Remaining Object
Capacity 74,103, 110

File Remove Notifications

attribute 90, 97
File Retrieve Latency 104, 119
File Retrieve Rate 119
File Store Latency 115
File Store Rate 115
Files 70, 91, 104
Files Pending for
Replication 106
Files Retrieved from Grid -
Attempted 85
Files Retrieved from Grid -
Pending 85
Files Retrieved from Grid -
Successful 85
Files Stored to Grid -
Attempted 68
Files Stored to Grid -
Pending 69, 104, 116
Files Stored to Grid -
Successful 68, 97
Free Tablespace 110
Free Tablespace (CMS) 74, 94,
103
ILM Evaluations 76, 94
Inbound DELETEs -
Attempted 92
Inbound DELETEs -
Successful 92
Inbound GETs -
Attempted 86
Inbound GETs - Successful 86
Inbound PUTs -
Attempted 71
Inbound PUTs - Successful 71
Inbound Replications -
Completed 78, 81
Incoming Messages 122
Inodes Available 68, 105
Inodes Used 68, 105
Managed Objects 73, 94
Missing Objects Detected 128
Number of Files 112,113, 115
Number of Objects 104, 112
Object Purged 93
Objects Committed 72, 77
Objects Marked for ILM Re-
valuation 120
Objects Retrieved 77, 81, 87
Objects Unachievable ILM
Evaluations 105, 120
Objects with ILM Evaluation
Pending 76, 105, 120
Operations Not Applied 102,
106, 124
Operations Not
Committed 102, 106, 123
Outbound Replications -
Completed 78, 82
Percentage Complete 128
Percentage Inodes
Available 105
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Percentage Metadata Capacity
Available 103
Percentage Storage Capacity
Used 103
Primary Active Session
1D 123
Primary Active Session ID
(PAID) 101
Purged Objects 95
Purges 94
Queue Size 105, 122
Remaining 70, 91, 104, 114
Remaining (Week) 70, 91, 115
Replication Errors 124
Secondary Active Session
1D 123
Secondary Active Session ID
(SAID) 102
Stored Objects 73, 94
Total Cache Available 69, 85,
118
Total Free Space 72,77,103
Total Free Space (Percent) 72,
77
Total Persistent Data 93
Total Persistent Data
(Percent) 72,77
Total Replications 76
Total Usable Space 72,77,103,
108
Total Usable Space
(Percent) 72,77,93
Used 70,91, 104, 114
Used (Week) 70,91, 114
grid overview 103, 107
online description 32
Audit Management System. See
AMS
Audit Message Reference 21
audit messages
defined 138
Audit Node 14, 15
defined 138
audit option 17
AutoYaST
defined 138
Available Memory alarm 134

B
Backup Data Size attribute
(PDBS) 104, 112
BASE64
defined 138
basic gateway replication
group 61, 100, 138
browser
pop-ups 25
security certificates 25
settings 23
bundle
defined 138
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business continuity failover 138

Bytes Read from Disk attribute
(FSRB) 69, 85

Bytes Retrieved from Grid
attribute (FRGB) 85, 119

Bytes Stored to Grid attribute
(FSGB) 69, 115

Bytes Written to Disk attribute
(FSWB) 69, 85

C

Cached Files attribute (FSCF) 70
CBID
defined 139
CDMI Reference 21
certificates 25
self-signed 25
charts 49-53
area graph 50
colors 51
create 52
displaying 52
line graph 50
printing 57
state graph 51
CHRI flag 95
CIDR
defined 139
CIFS 64
defined 139
CLB 14, 15
defined 139
Client Requests attribute
(ARCR) 88
client shares 59
CIFS 64
FSG managed file system 59
NFS 64
CMN 13,15
defined 139
CMS 14, 16, 62, 63
components
content 76, 94, 105
database 74, 103
metadata 73
content replication 62
defined 139
metadata 63, 66, 109, 122
owner 67
owner CMS 75, 79, 80
See also owner CMS.
Synchronization
component 105
CMS database
read-only 110
command shell
access 19, 20
log in 20
log out 20
command, HTTP
defined 139

compression 17

Configuration Management Node.
See CMN.

Configuration tab 31

Connection Load Balancer. See
CLB.

console 19

container
defined 139

content block ID
defined 140

content deletion 88

content handle 64, 66, 89

content ingest 66

content lifecycle 64

Content Management System. See
CMS.

content metadata 62, 63, 75
replication 121
storage capacity 103, 106, 109
synchronization 105, 122

content modification 96-98

content protection 95

content purging 88

content replication 62,75, 105, 120

content retrieval 82

content storage capacity 103, 106,
107

Control Node 12, 14, 15, 16
defined 140

COoM Managed Objects
attribute 73, 94

COoT Stored Objects attribute 73,
94

corrupt objects 127

Corrupt Objects Detected attribute
(OCOR) 128

CORS Estimated Remaining
Object Capacity attribute 74,
103, 110

Create Operations attribute
(FCRO) 68, 97

critical alarm 40

critical severity 40

CsQL Incoming Messages
attribute 122

CsQT Queue Size attribute 105,
122

CSTR
defined 140

D

Data Center
defined 140

Data Center + Disaster Recovery
site deployment 10

Data Center deployment 9

data flow 59-102
content ingest 66
content modification 96
content purging 88
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content replication 75
content retrieval 82
FSG replication 99
data retrieval 82
Data Retrieve Rate attribute
(FRBA) 119
Data Store Rate attribute
(FSBA) 115
database, NMS 129
Daylight Saving Time setting 37
DBSP Free Tablespace
attribute 74, 94, 103, 110
DC site 9
defined 140
DC+DR and Satellites topology 11
DCdA Active Replications
attribute 76
DCdT Total Replications
attribute 76
DCpT Purges attribute 94
deduplication 17
defined 140
DELETE command 61, 89, 92, 97
deletion protection 17, 95
deployment topologies. See grid
topologies
Dequeued Messages attribute
(SDOP) 102
disaster recovery 11
distributed CMS 63
distributed CMS. See metadata
replication
distributed topologies 11, 12
Document Map 21
documentation 21
downsampled text report 55
DR
defined 140
DST (Daylight Saving Time)
setting 37

E

e-mail notifications 41
status 42

EMR
defined 140

Enablement Layer
defined 140

encryption 17

Enqueued Messages attribute
(PEOP) 101

Estimated Remaining Object
Capacity attribute (CORS) 74,
103, 110

Expansion Guide 21

F

FCRO Create Operations
attribute 68, 97
FCS
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defined 140

Federated
defined 141

federated topology 12

file modification 96

file pointer 59

file recovery 95, 97

File Remove Notifications
attribute (FRGN) 90, 97

File Retrieve Latency attribute
(FRTM) 104, 119

File Retrieve Rate attribute
(FRRA) 119

file share quota 114

file share, monitor usage 114

file shares. See FSG
file shares

File Store Latency attribute
(FSBA) 115

File Store Rate attribute
(FSRA) 115

file stubs. See file pointers.

file system 59, 83

File System Gateway. See FSG.

Files attribute (FSSF) 70, 91, 104

Files Pending for Replication
attribute (FRPP) 106, 124

Files Retrieved from Grid -
Attempted attribute (FRGA) 85

Files Retrieved from Grid -
Pending attribute (FRGP) 85

Files Retrieved from Grid -
Successful attribute (FRGC) 85

Files Stored to Grid - Attempted
attribute (FSGA) 68

Files Stored to Grid - Pending
attribute (FSGP) 69, 104, 116

Files Stored to Grid - Successful
attribute 97

Files Stored to Grid - Successful
attribute (FSGC) 68

FRBA Data Retrieve Rate
attribute 119

Free Tablespace (CMS) attribute
(DBSP) 74, 94, 103

Free Tablespace attribute
(DBSP) 110

FRGA Files Retrieved from Grid -
Attempted attribute 85

FRGB Bytes Retrieved from Grid
attribute 85, 119

FRGC Files Retrieved from Grid -
Successful attribute 85

FRGN File Remove Notifications
attribute 90, 97

FRGP Files Retrieved from Grid -
Pending attribute 85

FRPP attribute 106

FRPP Files Pending for Replication
attribute 124

FRRA File Retrieve Rate
attribute 119
FRTM File Retrieve Latency
attribute 104, 119
FSBA Data Stored Rate
attribute 115
FSCF Cached Files attribute 70
FSG 14, 16
active session 122
active session file 99
backup duration 126
backup schedule 126
backups 61, 99, 124, 126
basic FSG replication group 125
basic gateway replication
group 61
cache 60, 64, 66, 69, 83, 84, 85, 89
components
backup 104, 126
replication 101, 102, 106
shares 70, 91, 104
storage 68, 85, 90, 98, 104, 105
defined 141
failovers
file not in cache 83
file pointers 60, 66, 99
file share usage 114
HAGC 61
quotas 114
replication 99, 106, 122
replication groups 60
See also primary FSG.
See also secondary FSG.
storage capacity 104, 105, 106,
112
Storage component 104
FSG cache
file system 83
FSG managed file system 59
FSG Management 29
FSG profiles
file recovery 95, 97
FSG replication group
defined 141
FSGA Files Stored to Grid -
Attempted attribute 68
FSGB Bytes Stored to Grid
attribute 69, 115
FSGC Files Stored to Grid -
Successful attribute 68, 97
FSGP Files Stored to Grid -
Pending attribute 69, 104, 116
FSIA Inodes Available
attribute 68, 105
FSIU Inodes Used attribute 68,
105
FSRA File Store Rate attribute 115
FSRB Bytes Read from Disk
attribute 69, 85
FSSA Remaining attribute 70, 91,
104, 114
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FSSB Used attribute 70, 91, 104,
114

FSSF Files attribute 70, 91, 104

FSSL Remaining (Week)
attribute 70,91, 115

FSSR Used (Week) attribute 70,
91,114

FSTA Total Cache Available
attribute 69, 85, 118

FSTM File Store Latency
attribute 115

FSWB Bytes Written to Disk
attribute 69, 85

G

Gateway Node 12, 14, 15, 16
defined 141
failover 125
replication group
defined 141
GDU
defined 141
GET command 61, 84, 86
grid
defined 147
grid architecture 7
grid configuration 29
grid configuration information 18
Grid Designer User Guide 21
Grid ID
signed text block 141
Grid Management tree 29
Account Management 29
FSG Management 29
Grid Configuration 29
HTTP Management 29
ILM Management 29
NMS Management 30
grid navigation. See Grid
Topology tree
grid Node
API Gateway Node 15
grid node 12
Admin Node 12, 13, 15, 16
API Gateway Node 14
Archive Node 13, 14, 15
Audit Node 14, 15
Control Node 12, 14, 15, 16
defined 141
Gateway Node 12, 14, 16
Storage Node 12, 14, 16
grid node Gateway Node 15
grid node path 34
grid options 17
audit 17
compression 17
deduplication 17
deletion protection 17
encryption 17
HCAC 17
metadata synchronization 17
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parallel loading 17
secondary preloading 18
security partitions 18
grid overview attributes 103, 107
Grid Primer 21
grid services 15
ADC 14,15
AMS 13,14, 15
ARC 14,15
CLB 14,15
CMN 13, 15
CMS 14, 62
FSG 14
LDR 14
NMS 13
SSM 13, 14
SSM.
state indicators 39
grid specification file
defined 142
grid tasks 130
defined 142
grid topologies 9
DC 9
DC+DR 10
DC+DR and Satellites 11
distributed 11, 12
federated 12
Grid Topology tree 30
collapse 31
expand 31
view grid element 31
grid, naming conventions 31
group accounts 35

H

HAGC 61, 100, 126
definition 142

HAID Inbound DELETEs -
Attempted attribute 92

HAIG Inbound GETs - Attempted
attribute 86

HAIP Inbound PUTs - Attempted
attribute 71

HCAC 13,15,16,17
definition 142

HIDC Inbound DELETEs -
Successful attribute 92

HIGC Inbound GETs - Successful
attribute 86

High Availability Gateway
Replication Group 126

High Capacity Admin Cluster. See
HCAC

HIPC Inbound PUTs -
Successful 71

HTTP
defined 142

HTTP Management 29

HTTP protocol commands 64
DELETE 61, 89, 92,97

GET 61, 84, 86
PUT 61, 66, 71, 97
HTTPS
defined 142
hub-and-spoke. See DC+DR and
Satellites topology

ILev ILM Evaluations attribute 76,
94

ILM 7
defined 142
policies 62

content replication 120
purging 89, 96

purge 96

ILM Evaluations attribute
(ILev) 76, 94

ILM Management 29

Inbound DELETESs - Attempted
attribute (HAID) 92

Inbound DELETEsSs - Successful
attribute (HIDC) 92

Inbound GETs - Attempted
attribute (HAIG) 86

Inbound GETs - Successful
attribute (HIGC) 86

Inbound PUTs - Attempted
attribute (HAIP) 71

Inbound PUTs - Successful
attribute (HIPC) 71

Inbound Replications - Completed
attribute (RIRC) 78, 81

Inbound Replications - Failed
alarm 133

Incoming Messages attribute
(CsQL) 122

index.html file 18

information lifecycle management.
See ILM.

ingest 66-75

ingest load 104, 116

inode
defined 142

Inodes Available attribute
(FSIA) 68, 105

Inodes Used attribute (FSIU) 68,
105

installation 18

Installation Guide 21

islanded operation 11

K

KVM
defined 142

L

LAN
defined 143
latency
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defined 143
LDR 14,16
attributes 103
background verification 127
components
HTTP 71, 86, 92
replication 78, 82, 133
storage 72,77, 81,87, 93,103
verification 127
content handle 66
defined 143
foreground verification 128
storage capacity 107
unique identifier 66
line graphs 50
Local Distribution Router. See
LDR.
log in
NMS MI 23
log out
NMS MI 26
logging in
command shell 20
logging out
command shell 20

M
main primary FSG
definition 143
Maintenance Guide 21
major alarm 40
Managed Objects attribute
(COoM) 73, 94
metadata 62
defined 143
replication 63, 89
See also content metadata.
synchronization 17, 63, 89
metadata replication
definition 143
metadata synchronization
definition 143
middleware 79, 129
minor alarm 40
missing objects 128
Missing Objects Detected attribute
(OMIS) 128

N
namespace
defined 143
nearline
defined 143
Network Management System.
See NMS.
NFS 64
defined 144
NMS 13,16
defined 144
NMS database
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usage 129
NMS interface engine status 28
NMS Management 30
NMS Management Interface. See
NMSMI. 23
NMS MI 23-58
account management 34
alarms 38
Alarms tab 31
Apply Changes button 33
attributes 32
attributes, key 103
colors 38
Configuration tab 31
connecting to interface 23
connection procedure 23
content tabs 31
Grid Management tree 29
grid node path 34
Grid Topology tree 30
header 27
interface engine status 28
log in 23
log out 26
Overview tab 31
refreshing 27
reports 49
Reports tab 31
self-signed certificate 25
state indicators 38
time zone 37
units of measure 33
user accounts 34
user name 37
UTF-8 33
valid characters 32
version number 28
node ID
defined 144
No-Delete flag 95
nodes. See grid node.
notice alarm 40
NRER Receive Errors alarm 133
NTER Transmit Errors alarm 133
NTP
defined 144
Number of Files attribute
(PBNF) 112,113,115
Number of Objects attribute
(PBNO) 104, 112

O

object identifier. See OID 144
object lifecycle 64
object metadata 62
object purging 96
object segmentation
defined 144
object stores
defined 144
objects

corrupt 127
missing 128

Objects Committed attribute
(OCOM) 72,77

Objects Marked for ILM Re-
valuation attribute (ORde) 120

Objects Purged attribute
(OPUR) 93

Objects Retrieved attribute
(ORET) 77, 81, 87

Objects Unachievable ILM
Evaluations attribute
(ORun) 105, 120

Objects with ILM Evaluation
Pending attribute (ORpe) 76,
105, 120

OCOM Objects Committed
attribute 72,77

OCOR Corrupt Objects Detected
attribute 128

OID
defined 144

OMIS Missing Objects Detected
attribute 128

Operations Not Applied attribute
(SPOP) 102, 106, 124

Operations Not Committed
attribute (SUOP) 102, 106, 123

OPUR Objects Purged attribute 93

ORde Objects Marked for ILM Re-
valuation attribute 120

ORET Objects Retrieved
attribute 77, 81, 87

ORpe Objects with ILM
Evaluation Pending
attribute 76, 105, 120

ORun Objects with Unachievable
ILM Evaluations attribute 105,
120

Outbound Replications -
Completed attribute
(RORC) 78, 82

Outbound Replications - Failed
alarm 133

Overview tab 31

owner CMS 63, 67, 75,79, 80, 97,
121, 122

P
PAID Primary Active Session ID
attribute 101, 123
parallel loading 17
passwords 19
configure 36
Passwords.txt file 19
PBDS Backup Data Size
attribute 104, 112
PBNF Number of Files
attribute 112,113, 115
PBNO Number of Objects
attribute 104, 112
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PEOP Enqueued Messages
attribute 101

Percentage Complete attribute
(SVFP) 128

Percentage Inodes Available
attribute (FSIP) 105

Percentage Metadata Capacity
Available attribute (PMCA) 103

Percentage Storage Capacity Used
attribute (PSCU) 103

permissions 35
accounts 35
alarm acknowledgement 35
grid management 35
maintenance 35

persistent content 88, 89

PMCA Percentage Metadata
Capacity Available attribute 103

pop-ups
enabling 25

Primary Active Session ID (PAID)
attribute 101, 123

primary Admin Node 15
defined 144

primary FSG 60, 66-70, 88, 96—
102, 106, 125

printing charts 57

printing reports 57

processing Admin Node 16
defined 144

processing NMS
defined 144

product overview 7

provisioning
defined 145

PSCU Percentage Storage
Capacity Used attribute 103

purge 88

purge object 88

Purged Objects attribute
(ADOP) 95

Purges attribute (DCpT) 94

purging 88-96

PUT command 61, 66, 71, 97

Q
Queue Size attribute (CsQT) 105,
122

R

raw text report 54

Receive Errors alarm 133

Refresh button 27

related documentation 21

Release Notes 21

Remaining (Week) attribute
(FSSL) 70,91, 115

Remaining attribute (FSSA) 70,
91,104, 114

replication 75-82
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Replication Errors attribute
(RPER) 124
replication groups 60
Replication Status alarm 125
replication to archive media 79
reporting Admin Node 16
defined 145
reporting NMS
defined 145
reports 49-58
aggregate 55
area graph 50
chart colors 51
charts 49
create 52
displaying 52
line graph 50
raw text 54
Reports tab 31
state graph 51
text 53
retrieval 82-88
retrieve load 104
RIRC Inbound Replications -
Completed attribute 78, 81
RIRF Inbound Replications -
Failed alarm 133
RORC Outbound Replications -
Completed attribute 78, 82
RORF Outbound Replications -
Failed alarm 133
RPER Replication Errors
attribute 124
RSTU Replication Status
alarm 125

S

SAID package 18
defined 145
SAID Secondary Active Session ID
attribute 102, 123
Samba
defined 145
SATA
defined 145
satellite
islanded operation 11
SAVP Total Usable Space (Percent)
attribute 72,77, 93
SCsI
defined 145
SDOP Dequeued Messages
attribute 102
Secondary Active Session ID
(SAID) attribute 102, 123
secondary FSG 60, 99-102, 106,
123,125
secondary preloading 18
security certificates 25
security partitions 18
defined 145

segment container
defined 146
self-signed certificate 25
server
defined 146
server consoles 19
Server Manager 20
defined 146
Server Status Monitor. See SSM.
service
defined 146
See grid services.
shares 59
single site. See DC.
SLES
defined 146
SMTT Total Events alarm 134
Software Activation and
Integration Data (SAID) 18
SPOP Operations Not Applied
attribute 106, 124
SPSD Total Persistent Data
(Percent)
attribute 72,77,93
SQL
defined 146
ssh
defined 146
SSL
defined 146
SSM 13, 14, 16
components
events 134
resources 133, 134
defined 146
standby primary FSG
definition 146
STAS Total Usable Space
attribute 72, 77,103
STASTotal Usable Space
attribute 108
state 38
indicator propagation 41
indicators 38, 39
state graphs 51
storage capacity 107
archive media 106, 107, 129
content 103, 106, 107
expansion 108
FSG 104, 105, 106, 112
metadata 103, 106, 109
Storage Node 12, 14, 16
defined 146
StorageGRID API Reference 21
StorageGRID system
defined 7
documentation 21
grid architecture 7
grid node
grid options 17
Server Manager 20
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topologies

Stored Objects attribute
(COot) 73,94

SUOP Operations Not Committed
attribute 102, 106, 123

supplementary primary FSG
definition 147

SUSA Total Free Space
attribute 72,77, 103

SUSE
defined 147

SUSP Total Free Space (Percent)
attribute 72,77

SVFP Percentage Complete
attribute 128

Swapout No Create Watermark
setting 118

synchronized CMS. See metadata
synchronization

System Status button 44

system status, history 44

T

task signed text block
defined 147
TCP/IP
defined 147
text reports 53-58
create 55
downsampled 55
export 56
printing 57
raw 54
throughput
defined 147
time zones 37
Tivoli Storage Manager. See TSM.
TLS
defined 147
topologies. See grid topologies
topology 61
queries 66, 75,79, 84
topology queries 61
Total Cache Available attribute
(FSTA) 69, 85, 118
Total Events alarm 134
Total Free Space (Percent) attribute
(susp) 72,77
Total Free Space attribute
(SUSA) 72,77,103
Total Persistent Data (Percent)
attribute (SPSD) 72,77, 93
Total Replications attribute
(DCdT) 76
Total Usable Space (Percent)
attribute (SAVP) 72,77,93
Total Usable Space attribute
(STAS) 72,77,103, 108
transfer syntax
defined 147
transient content 88, 89
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Transmit Errors alarm 133
Troubleshooting Guide 21
TSM 14, 79, 129

defined 147

U

UMEM Available Memory
alarm 134
unique identifier 64
units of measure 33
Upgrade Guide 21
URI
defined 147
Used (Week) attribute (FSSR) 70,
91,114
Used attribute (FSSB) 70, 91, 104,
114
user accounts 34-36
Admin 34
changing password 36
configuring 36
DST setting 37
group accounts 35
group name 37
language 37
password 37
password, configure 36
permissions 35
status 37
time zone 37
user name 37
Vendor 34
user name, in NMS MI 37
UTC
defined 147
UTF-8 characters 33
UUID 64, 67
defined 147

\Y

valid characters 32
Vendor group account 35
version number, in NMS MI 28
virtual machine

definition 148

W
WAN 7
defined 148
Wide Area Network. See WAN. 7
WORM flag 95

X
XFS

defined 148
XML

defined 148
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