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      Chapter 1. Introduction to the StorageGRID Webscale system
      

      
         StorageGRID Webscale is a software-defined, object-based storage platform that provides intelligent policy-driven data management.
         

         
          StorageGRID Webscale uses a grid architecture in which copies of object data are distributed throughout the system to optimize durability, protection,
            and performance. If part of the grid goes down, another part immediately takes over, which results in objects always being
            available for retrieval. 
            To implement this architecture, the StorageGRID Webscale system employs a network of connected servers hosting grid nodes. Each grid node includes one or more services, and each
            service provides a set of capabilities to the StorageGRID Webscale system.
         

         
         To manage objects ingested into the system, the StorageGRID Webscale system employs metadata-based information lifecycle management (ILM) rules. These ILM rules determine what happens to an
            object’s data after it is ingested—where it is stored, how it is protected from loss, and how long it is stored.
         

         
         The StorageGRID Webscale system operates over wide area network (WAN) links, providing the system with off-site loss protection. Copies are made and
            distributed to ensure that objects are continuously available. In systems with multiple sites, this distribution of copies
            means that if a site is lost, data is not lost, and clients can seamlessly retrieve it from other sites.
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         Advantages of the StorageGRID Webscale system include the following:
            
               	Software-defined storage management for hardware independence

               
               	Support for standard object storage protocols:
                  
                     	Simple Storage Service (S3)

                     
                     	OpenStack Swift

                     
                  

                  
               

               
               	Support for the following file system storage protocols (requires the StorageGRID Webscale NAS Bridge virtual appliance):
                  
                     	Network File System (NFS)

                     
                     	Server Message Block (SMB)

                     
                  

                  
               

               
               	Ability to address hardware obsolescence through the transparent migration of data from previous to current generations of
                  hardware
               

               
               	Policy-driven tiered storage to reduce overall storage costs

               
               	Virtualization of storage across sites and tiers, insulating applications from changes to underlying storage infrastructure

               
               	Ability to monitor and verify data integrity proactively as data is stored, updated, retrieved, and deleted

               
               	Nondisruptive upgrade, expansion, and maintenance procedures that maintain access to content

               
            

            
         

         
      

      
      
         
            More information

         

         
         
            
            	Data management with StorageGRID Webscale and AltaVault

               Using StorageGRID Webscale, you can manage large file archives, media repositories, and web datastores on the hybrid cloud. Adding NetApp AltaVault cloud-integrated data protection, you can extend your StorageGRID Webscale cloud to include backups and cold archived data. 
            

            
            	Deployment topologies

               The StorageGRID Webscale system can be deployed to a single data center site or to multiple data center sites.
            

            
            	What grid nodes and services are

               A data center site is built as a series of interconnected grid nodes. Each type of grid node includes  a particular set of
               services that perform specialized operations.
            

            
            	Optional system configuration settings

               The StorageGRID Webscale system includes a number of options that affect how the system operates.
            

            
            	How clients connect to the StorageGRID Webscale system

               Clients access data within the StorageGRID Webscale system using object storage APIs, traditional file system interfaces, or both.
            

            
            	Recovery Package and system configuration information

               The Recovery Package is a downloadable zip file that allows you to recover your StorageGRID Webscale system if one or more grid nodes fails. The Recovery Package file includes the Software Activation and Integration Data (SAID)
               package and the encryption keys.  The SAID package includes the Passwords.txt file.
            

            
         

         
      

   
      
      
      Data management with StorageGRID Webscale and AltaVault

      
         Using StorageGRID Webscale, you can manage large file archives, media repositories, and web datastores on the hybrid cloud. Adding NetApp AltaVault cloud-integrated data protection, you can extend your StorageGRID Webscale cloud to include backups and cold archived data. 
         

         
         The combination of StorageGRID Webscale and AltaVault provides the following benefits: 
         

         
         
            	Enables you to leverage the economy of on-premise and public cloud storage

            
            	Leverages your existing backup and recovery Service Level Agreements (SLAs) of large data sets

            
            	Delivers storage efficiency through deduplication, compression, and encryption of backups and archived data

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            NetApp AltaVault Cloud-Integrated Storage

            
         

         
      

   
      
      
      Deployment topologies

      
         The StorageGRID Webscale system can be deployed to a single data center site or to multiple data center sites.
         

         
         

         
         
            Single data center site

            In a single data center (DC) site deployment, the infrastructure and operations of the StorageGRID Webscale system are centralized in a single site. 
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            Multiple data center sites

            In a multiple data center site deployment, the infrastructure of the StorageGRID Webscale system can be asymmetrical across data center sites and proportional to the needs of each data center site. Typically, data
               center sites are located in geographically different locations. Data sharing and disaster recovery are achieved in a peer-to-peer
               manner by automatically distributing data to other sites. Each data center site acts as a disaster recovery site for another
               site.
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      What grid nodes and services are

      
         A data center site is built as a series of interconnected grid nodes. Each type of grid node includes  a particular set of
            services that perform specialized operations.
         

         
         
            Grid nodes

            The basic building blocks of a StorageGRID Webscale system are grid nodes. There are four types of grid nodes:
               
               
                  	Admin Nodes: provide management services such as system configuration, monitoring, and logging
                  

                  
                  	Storage Nodes: manage object data and metadata storage including loss protection
                  

                  
                  	Archive Nodes  (optional): provide an interface through which object data can be archived to
                     an external archival storage system
                     (tape or the cloud) for long-term storage.
                     
                  

                  
                  	API Gateway Nodes  (optional): provide a load balancing interface to the StorageGRID Webscale system through which applications can connect to the system
                  

                  
               

               
            

            
            This diagram shows how grid nodes and services are arranged within a StorageGRID Webscale system:
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            Services

            Each type of grid node includes a
               set of services, which are software modules that provide specialized capabilities to the grid node. These services work together
               during
               the object lifecycle of ingest, retrieval, and deletion. The table shows which services are included on  each type of grid
               node.
               
               
                  
                     
                        
                           	Service
                           
                           	Purpose
                           
                           	Admin Node
                           
                           	Storage Node
                           
                           	Archive Node
                           
                           	API Gateway Node
                           
                        

                        
                     
                     
                     
                        
                           	Administrative Domain Controller (ADC) 
                           
                           	Maintains topology information and provides authentication services
                           
                           	 
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                           	 
                           
                           	 
                           
                        

                        
                        
                           	Audit Management System (AMS)
                           
                           	Tracks system activity and events
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                           	 
                           
                           	 
                           
                           	 
                           
                        

                        
                        
                           	Archive (ARC) 
                           
                           	Communicates with archiving services through which object data is sent to an external archival storage system (tape or the
                              cloud)
                           
                           
                           	 
                           
                           	 
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                           	 
                           
                        

                        
                        
                           	Connection Load Balancer (CLB)
                           
                           	Acts as a switchboard for connecting clients to the most efficient LDR service
                           
                           	 
                           
                           	 
                           
                           	 
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                        

                        
                        
                           	Configuration Management Node (CMN)
                           
                           	Manages system-wide configurations, connection profiles, and grid tasks
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif] (primary Admin Node only)
                           
                           
                           	 
                           
                           	 
                           
                           	 
                           
                        

                        
                        
                           	Content Management System (CMS)
                           
                           	Manages object data through the StorageGRID Webscale system’s ILM policy
                           
                           
                           	 
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                           	 
                           
                           	 
                           
                        

                        
                        
                           	Distributed Data Store (DDS) 
                           
                           	Monitors the database and maintains object counts
                           
                           	 
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                           	 
                           
                           	 
                           
                        

                        
                        
                           	Local Distribution Router (LDR)
                           
                           	Manages the storage of object data to disk 
                           
                           	 
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                           	 
                           
                           	 
                           
                        

                        
                        
                           	Network Management System (NMS)
                           
                           	Allows you to monitor system status and configure the StorageGRID Webscale system
                           
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
                           
                           	 
                           
                           	 
                           
                           	 
                           
                        

                        
                        
                           	Server Status Monitor (SSM)
                           
                           	Monitors hardware performance such as key operating system metrics and network metrics
                           
                           	[image: ../images/GUID-CA221C1E-5A4F-40B9-B612-AF20DE534396-low.gif]
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            Common services

            All grid nodes include the Server Status Monitor (SSM) service. This service monitors hardware performance such as key operating
               system metrics and network metrics. The SSM service includes the following components:
            

            
            
               
               
                  
                     
                        
                           	Service
                           
                           	Component
                           
                           	Go here to...
                           
                        

                        
                     
                     
                     
                        
                           	
                              SSM

                              [image: ../images/GUID-DF06EA19-BBF6-4901-A794-DD2F62991C05-low.gif]
                           
                           	Services
                              
                           
                           
                           	View the status of services and support modules running on the grid node.
                           
                        

                        
                        
                           	Events
                              
                           
                           
                           	
                              View information about events for the service.

                              
                              Reset event counts.

                              
                           
                           
                        

                        
                        
                           	Resources
                              
                           
                           
                           	
                              View resource information (processors, memory, interfaces, volumes, IP addresses) for the service.

                              
                              Reset network error counts.

                              
                           
                           
                        

                        
                        
                           	Timing
                              
                           
                           
                           	View attributes that report on the state of the service’s time and the time recorded by neighboring services.
                           
                        

                        
                     
                     
                  

                  
               

               
            

            
         

         
         
            Common components

            All services include the Events and Resources components.

            
            
               
               
                  
                     
                        
                           	Service
                           
                           	Component
                           
                           	Go here to...
                           
                        

                        
                     
                     
                     
                        
                           	
                              All
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                           	Events
                              
                           
                           
                           	View the logged events from the hardware drivers.
                           
                        

                        
                        
                           	Resources
                              
                           
                           
                           	View attributes that report on the service health and all computational, disk device, and network resources.
                           
                        

                        
                     
                     
                  

                  
               

               
            

            
         

         
      

      
      
         
            More information

         

         
         
            
            	Admin Node overview

               Admin Nodes provide system administration services such as system configuration, monitoring, and logging.
            

            
            	Storage Node overview

               Storage Nodes manage the storage of objects to disk.
            

            
            	Archive Node overview

               Archive Nodes provide an interface through which object data is sent to an external archival storage system (tape or the cloud)
               for long-term storage. 
            

            
            	API Gateway Node overview

               API Gateway Nodes provide a load balancing interface to the StorageGRID Webscale system through which applications can connect to the system.
            

            
            	Network topologies

               The StorageGRID Webscale system supports up to three network interfaces per grid node, allowing you to configure the networking for each individual
               grid node to match your security and access requirements. Subnets are available on each network for access restriction and
               protection of network segments.
            

            
            	Network topology examples

               Support for Grid, Admin, and Client Network interfaces gives you significant flexibility when designing the  network topology
               for a single or multi-site deployment.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Admin Node overview

      
         Admin Nodes provide system administration services such as system configuration, monitoring, and logging.

         
         Each StorageGRID Webscale system includes one primary Admin Node. The primary Admin Node hosts the CMN service. For redundancy, a StorageGRID Webscale system can have additional, non-primary Admin Nodes. 
         

         
      

      
      
         
            More information

         

         
         
            
            	Audit Management System service

               The Audit Management System (AMS) service tracks system activity and events. The AMS service is found on the Admin Node.
            

            
            	Configuration Management Node service

               The Configuration Management Node (CMN) service manages system-wide configurations, connection profiles, and grid tasks. The
               CMN service is found on the primary Admin Node.
            

            
            		Network Management System service

               The Network Management System (NMS) service allows you to monitor system status and to configure the StorageGRID Webscale system. The NMS service is found on Admin Nodes.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Audit Management System service

      
         The Audit Management System (AMS) service tracks system activity and events. The AMS service is found on the Admin Node.

         [image: ../images/GUID-FC43A986-225D-43C8-9835-869D7F997968-low.gif]

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
            StorageGRID Webscale 10.4 Audit Message Reference

            
         

         
      

   
      
      
      Configuration Management Node service

      
         The Configuration Management Node (CMN) service manages system-wide configurations, connection profiles, and grid tasks. The
            CMN service is found on the primary Admin Node.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to
                        
                     

                     
                  
                  
                  
                     
                        	
                           CMN

                           [image: ../images/GUID-5EFA2508-B36D-4A1E-9FD8-E5795EF6AEB9-low.gif]
                        
                        	Grid Tasks
                        
                        	
                           Manage grid tasks.

                           
                           Manually submit a grid task.

                           
                           View pending, active, and historical grid tasks.

                           
                        
                        
                     

                     
                     
                        	Object Lookup
                        
                        	Display object metadata, including storage location.
                        
                     

                     
                     
                        	Identifiers
                        
                        	View the total number of unique object identifiers installed and available.
                        
                     

                     
                     
                        	Connect to Support
                        
                        	Deprecated and no longer supported.
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      	Network Management System service

      
         The Network Management System (NMS) service allows you to monitor system status and to configure the StorageGRID Webscale system. The NMS service is found on Admin Nodes.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to
                        
                     

                     
                  
                  
                  
                     
                        	
                           NMS

                           [image: ../images/GUID-F1A2DFB2-54B7-4AB3-895F-72E4889D26D5-low.gif]
                        
                        	Database
                           
                        
                        
                        	
                           View information about the database used by the NMS service for tracking attributes.

                           
                        
                        
                     

                     
                     
                        	Interface Engine
                           
                        
                        
                        	
                           View the StorageGRID Webscale system, notification events, and connection pool.
                           

                           
                           View email notification status and the size of the notifications queue.

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
         Related concepts

            
            Monitoring NMS database usage rates

            
         

         
      

   
      
      
      Storage Node overview

      
         Storage Nodes manage the storage of objects to disk.

         
          This object management (both object data and object metadata) includes the evaluation of objects against ILM rules to determine
            how an object’s data is stored over time and protected from loss. 
         

         
      

      
      
         
            More information

         

         
         
            
            	Administrative Domain Controller service

               The Administrative Domain Controller (ADC) service maintains topology information and provides authentication services. The
               ADC service is found on the first three Storage Nodes deployed at a site.
            

            
            		Content Management System service

               The Content Management System (CMS) service manages object data through the StorageGRID Webscale system’s ILM policy. The CMS service is found on Storage Nodes.
            

            
            	Distributed Data Store service

               The Distributed Data Store (DDS) service monitors the database and maintains object counts. The DDS service is found on Storage
               Nodes.
            

            
            	Local Distribution Router service

               The Local Distribution Router (LDR) service manages the storage to disk of object data and object metadata. The LDR service
               is found on Storage Nodes.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Administrative Domain Controller service

      
         The Administrative Domain Controller (ADC) service maintains topology information and provides authentication services. The
            ADC service is found on the first three Storage Nodes deployed at a site.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to
                        
                     

                     
                  
                  
                  
                     
                        	
                           ADC
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                        	Synchronization
                           
                        
                        
                        	Monitor attributes related to the discovery and monitoring of services and configuration by the ADC service.
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      	Content Management System service

      
         The Content Management System (CMS) service manages object data through the StorageGRID Webscale system’s ILM policy. The CMS service is found on Storage Nodes.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to...
                        
                     

                     
                  
                  
                  
                     
                        	
                           CMS

                           [image: ../images/GUID-EC40FDB1-0AF9-4D9B-AA5D-265AB16AF594-low.gif]
                        
                        	Content
                           
                        
                        
                        	View ILM information and statistics on object transfer activities based on ILM rules.
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Distributed Data Store service

      
         The Distributed Data Store (DDS) service monitors the database and maintains object counts. The DDS service is found on Storage
            Nodes.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to...
                        
                     

                     
                  
                  
                  
                     
                        	
                           DDS

                           [image: ../images/GUID-1CEC764D-F3B2-4DC0-BC87-FE73D634EB44-low.gif]
                        
                        	Data Store
                           
                        
                        
                        	
                           Monitor the status of the data store.

                           
                           Determine the total number of ingested objects that are known by the DDS service.

                           
                           Determine the total number of objects, buckets, and containers known by the DDS service.

                           
                           View statistics for Cassandra database queries.

                           
                           Reset lost object counts.

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Local Distribution Router service

      
         The Local Distribution Router (LDR) service manages the storage to disk of object data and object metadata. The LDR service
            is found on Storage Nodes.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to...
                        
                     

                     
                  
                  
                  
                     
                        	
                           LDR

                           [image: LDR service]
                        
                        	Data Store
                        
                        	
                           Monitor the status of the data store.

                           
                           View statistics for CQL queries.

                           
                        
                        
                     

                     
                     
                        	Storage
                        
                        	
                           Monitor space utilization and availability.

                           
                           Set the storage state of the LDR service.

                           
                           Change the LDR health check timeout period.

                           
                           See Key attributes to monitor.
                           

                           
                        
                        
                     

                     
                     
                        	Verification
                        
                        	
                           Monitor the current state of the background verification process for replicated object data.

                           
                           Set the background verification priority.

                           
                           Reset missing object counts.

                           
                           Reset corrupt replicated object data counts during background verification.

                           
                        
                        
                     

                     
                     
                        	Erasure Coding
                        
                        	
                           Monitor read and write erasure coding operations based on ILM rules for this Storage Node.

                           
                           Reset read,  write, and delete failure counts for erasure coded object data.

                           
                           Reset corrupt erasure coded copies and corrupt erasure coded fragment counts.

                           
                           For more information about erasure coding, see the Administrator Guide.
                           

                           
                        
                        
                     

                     
                     
                        	Replication
                        
                        	
                           Monitor the transfer of data from one LDR service to another LDR service.

                           
                           Reset replication failure counts.

                           
                           Disable inbound and outbound replications.

                           
                           See How objects are managed

                           
                        
                        
                     

                     
                     
                        	CDMI
                        
                        	
                           Monitor CDMI sessions.

                           
                           Reset CDMI counts.

                           
                           For more information, see the Cloud Data Management Interface Integration Guide.
                           

                           
                        
                        
                     

                     
                     
                        	S3
                        
                        	
                           Monitor S3 sessions.

                           
                           For more information, see the S3 (Simple Storage Service) Implementation Guide.
                           

                           
                        
                        
                     

                     
                     
                        	Swift
                        
                        	
                           Monitor Swift sessions.

                           
                           For more information, see the Swift Implementation Guide.
                           

                           
                        
                        
                     

                     
                     
                        	HTTP
                        
                        	
                           Monitor HTTP sessions.

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
            StorageGRID Webscale 10.4 S3 (Simple Storage Service) Implementation Guide

            
            StorageGRID Webscale 10.4 Swift Implementation Guide

            
            StorageGRID Webscale 10.3 Cloud Data Management Interface Implementation Guide

            
         

         
      

   
      
      
      Archive Node overview

      
         Archive Nodes provide an interface through which object data is sent to
            an external archival storage system
            (tape or the cloud) for long-term storage.
            
         

         
         Archiving to tape is achieved by connecting to Tivoli Storage Manager (TSM) middleware, while storing to the cloud is achieved
            by connecting to a system that is capable of interfacing through the S3 API.
         

         
      

      
      
         
            More information

         

         
         
            
            			Archive service

               The Archive (ARC) service provides the interface used to configure connections to external archival storage such as the cloud
               through the S3 API or tape through TSM middleware. The ARC service is found on Archive Nodes.
            

            
         

         
         
         
            
         

         
      

   
      
      
      		Archive service

      
         The Archive (ARC) service provides the interface used to configure
            connections to external archival storage such as the cloud through
            the S3 API or tape through TSM middleware. The ARC service is found on Archive Nodes.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to...
                        
                     

                     
                  
                  
                  
                     
                        	
                           ARC
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                        	Replication
                        
                        	
                           View information about replication activities for the Archive Node.

                           
                           Reset replication failure counts.

                           
                           Disable inbound and outbound replications.

                           
                        
                        
                     

                     
                     
                        	Store
                        
                        	
                           View information about the object data written to the targeted archival storage system.

                           
                           Reset the failure count.

                           
                           Take the Store component offline (TSM middleware only).

                           
                           Disable the store components of the ARC service at startup (TSM middleware only).

                           
                        
                        
                     

                     
                     
                        	Retrieve
                        
                        	
                           View the status of objects requested from the Archive Node.

                           
                           Reset the request and verification failure counts.

                           
                           Configure the retrieval state to online or offline (TSM middleware only).

                           
                        
                        
                     

                     
                     
                        	Target
                        
                        	
                           Select the targeted type of archival storage system,  tape through TSM middleware or the cloud through the  S3 API.

                           
                           View information about the targeted archival storage system.

                           
                           Configure connection information used to connect to archival storage system.

                           
                           Take an Archive Node offline (TSM middleware only).

                           
                           Optimize the Archive Node for a Storage Node rebuild, read-only mode, or when the Archive Node is full (TSM middleware only).

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      API Gateway Node overview

      
         API Gateway Nodes provide a load balancing interface to the StorageGRID Webscale system through which applications can connect to the system.
         

         
      

      
      
         
            More information

         

         
         
            
            	Connection Load Balancer service

               The Connection Load Balancer (CLB) service acts as a switchboard for connecting clients to the most efficient LDR service.
               The CLB service is found on API Gateway Nodes.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Connection Load Balancer service

      
         The Connection Load Balancer (CLB) service acts as a switchboard for connecting clients to the most efficient LDR service.
            The CLB service is found on API Gateway Nodes.
         

         
         
            
            
               
                  
                     
                        	Service
                        
                        	Component
                        
                        	Go here to...
                        
                     

                     
                  
                  
                  
                     
                        	
                           CLB
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                        	HTTP
                           
                        
                        
                        	
                           Monitor TCP/IP connectivity for HTTP connections.

                           
                           Reset the HTTP counter.

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Network topologies

      
         The StorageGRID Webscale system supports up to three network interfaces per grid node, allowing you to configure the networking for each individual
            grid node to match your security and access requirements. Subnets are available on each network for access restriction and
            protection of network segments.
         

         
         Each grid node has multiple Ethernet ports available, and each port can access a separate network if configured. Depending
            on the node configuration, these ports can be hardware ports or virtual ports. When you configure the grid, you can use these
            interfaces to  create additional separate networks to connect to your grid nodes. These separate networks serve different
            functions: 
            
               	Grid Network: Required. You must configure a Grid Network for all internal StorageGRID Webscale traffic. All grid nodes on the Grid Network must be able to talk to all other nodes.  If the Grid Network is the only network
                  you are using, it must be globally routable.
               

               
               	Admin Network: Optional. In addition to the required Grid Network, you can configure a separate Admin Network as a closed network to use
                  for maintenance and administration. This allows you to have  a private network that is not routable between sites, while allowing
                  your Grid Network to remain separate and routable. 
               

               
               	Client Network: Optional. In addition to the required Grid Network, you can configure an  open network called a Client Network to allow
                  clients to access the grid. This network models open networks where grid nodes can communicate to any subnet reachable through
                  the local gateway. This allows you to configure a Grid Network that is private and not globally routable, while using an open
                  network for client access.  If a Client Network is configured, the Client Network gateway becomes the node default gateway
                  when you complete the grid configuration steps.
               

               
            

            
         

         
          On each node, each network maps to a specific network interface.

         
         
            
            
               
                  
                     
                        	Network
                        
                        	Interface
                        
                     

                     
                  
                  
                  
                     
                        	Grid Network (required)
                           
                        
                        
                        	eth0
                        
                     

                     
                     
                        	Admin Network (optional)
                        
                        	eth1
                        
                     

                     
                     
                        	Client Network (optional)
                        
                        	eth2
                        
                     

                     
                  
                  
               

               
            

            
         

         
         When you configure a network, you must establish the following for each interface on each grid node:  
            
               	IP address

               
               	Subnet mask

               
               	Gateway IP address

               
            

            
         

         
         You can only configure one IP address/mask/gateway combination for each of the three networks on each grid node.

         
         Gateways are optional and can be left unconfigured for non-routed networks. You can use DHCP for initial address assignment.
            However, a StorageGRID Webscale node cannot support a DHCP-initiated IP address change after installation has completed.  To keep this from happening, use
            infinite leases, or configure the DHCP server to always provide the same IP address to a given StorageGRID Webscale interface, for example by provisioning a MAC-to-IP mapping in the appropriate DHCP server configuration file.
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Network topology examples

      
         Support for Grid, Admin, and Client Network interfaces gives you significant flexibility when designing the  network topology
            for a single or multi-site deployment.
         

         
         

         
         
            Grid Network topology

            When you configure the Grid Network, you establish the host IP address, subnet mask, and Gateway IP address for the eth0 interface
               for each grid node. During configuration, you create a list of subnets called  the Grid Network Subnet List (GNSL). This list
               contains the list of subnets in the Grid Network and the external subnets interfacing to the Grid Network. At installation,
               the Grid Network interface auto-generates static routing tables for all subnets in the GNSL and adds a default route if the
               Grid Network has a gateway and there is no Client Network.   
            

            
            The simplest network topology is created by configuring the Grid Network only. This topology is appropriate for single site
               deployments that are not externally available, and proof-of-concept or test deployments.
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            Admin Network topology

            When you configure the Admin Network, you establish the host IP address, subnet mask, and Gateway IP address for the eth1
               interface for each grid node. During configuration, you create a list of subnets called the Admin  External Subnet List (A-ESL).
               This lists the subnets with external hosts that talk to grid nodes over the Admin Network. At installation of the Admin Network,
               a static route is generated automatically for all subnets in the A-ESL. 
            

            
            An example of Admin Network topology is a routable Grid Network and a bounded Admin Network configured for each node.
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            Client Network topology

            When you configure the Client Network, you establish the host IP address, subnet mask, and Gateway IP address for the eth2
               interface for every grid node connecting to the Client Network. If a node has a Client Network configured, the default route
               for that node changes during StorageGRID Webscale installation.  Specifically, the default route ceases to use the Grid Network gateway and instead uses the Client Network
               gateway. 
            

            
            You can configure a network topology consisting of a private (non-routed) Grid Network and an open Client Network configured
               for all other connectivity.
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            You can configure all three networks into a network topology consisting of a private (non-routed) Grid Network, bounded site-specific
               Admin Networks, and open Client Networks. Options for load balancing and client traffic segregation can be implemented, such
               as  using a third-party load balancer.
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      Optional system configuration settings

      
         The StorageGRID Webscale system includes a number of options that affect how the system operates.
         

         
         This table lists the key options that might be deployed with a StorageGRID Webscale system.
         

         
         
            
            
               
                  
                     
                        	Option
                        
                        	Description
                        
                     

                     
                  
                  
                  
                     
                        	Compression
                           
                        
                        
                        	Compresses object data, reducing object data size by roughly 50% for content that is not already in a compressed format.
                        
                     

                     
                     
                        	Deletion protection
                        
                        	Prevents clients from deleting objects from the StorageGRID Webscale system.
                        
                        
                     

                     
                     
                        	Encryption
                        
                        	
                           Enables encrypted storage of all ingested object data. Content is encrypted during ingest, and object data is stored in an
                              encrypted form. If a server’s object store is compromised, object data cannot be retrieved in a readable form.
                           

                           
                           After encryption has been enabled, you cannot disable it.

                           
                        
                        
                     

                     
                     
                        	Security partitions
                        
                        	Provides the ability to restrict access to CDMI objects so that clients can access only their own objects. For more information,
                           see the Administrator Guide.
                           Note: Security partitions are ignored for objects ingested through S3 or Swift.
                           

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
         For more information about options, see the Administrator Guide.
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      How clients connect to the StorageGRID Webscale system
      

      
         Clients access data within the StorageGRID Webscale system using object storage APIs, traditional file system interfaces, or both.
         

         
         
            Object APIs

            The supported object APIs include the following:

            
            
               
                  	Simple Storage Service (S3)

                  
                  	OpenStack Swift

                  
               

               
            

            
            Each of these APIs uses HTTP commands over a secure connection to store, retrieve, and delete objects. For example, the client issues a PUT command to the Storage Node to store an object, a GET command to retrieve the object, and a DELETE command to delete the object. 
            

            
         

         
         
            File system interfaces

            The StorageGRID Webscale NAS Bridge provides the StorageGRID Webscale system with the capability to connect clients to the system through the NFS and SMB file system storage protocols.
            

            
             The NAS Bridge is managed through its own user interface, which is separate from the StorageGRID Webscale system's user interface.
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 S3 (Simple Storage Service) Implementation Guide

            
            StorageGRID Webscale 10.4 Swift Implementation Guide

            
            StorageGRID Webscale NAS Bridge 2.0.2 Installation and Setup Guide

            
            StorageGRID Webscale NAS Bridge 2.0.2 Administration Guide

            
            StorageGRID Webscale NAS Bridge 2.0.2 Management API Guide

            
         

         
      

   
      
      
      Recovery Package and system configuration information

      
         The Recovery Package is a downloadable zip file that allows you to recover your StorageGRID Webscale system if one or more grid nodes fails. The Recovery Package file includes the Software Activation and Integration Data (SAID)
            package and the encryption keys.  The SAID package includes the Passwords.txt file.
         

         
         

         
         The Recovery Package contains deployment-specific files and software needed to install, expand, upgrade, and maintain a StorageGRID Webscale system. The package also contains system-specific configuration and integration information, including server hostnames and
            IP addresses, and  highly confidential passwords needed during
            system maintenance, upgrade, and expansion. When installing a StorageGRID Webscale   system, you are required to download the Recovery Package file (.zip) and to confirm that you can successfully  access
            the contents of this file.  You should also download the file each
            time the grid topology of the StorageGRID Webscale system changes
            because of maintenance or upgrade procedures.
         

         
          After downloading the Recovery Package file and confirming you can extract the contents, copy the Recovery Package file to
            two safe, secure, and separate locations.
         

         
         
            Important: The Recovery Package file must be secured because it contains encryption keys and passwords that can be used to obtain data
               from the StorageGRID Webscale system.
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Chapter 2. Exploring the Grid Management Interface

      
         The Grid Management Interface is the browser-based graphical interface that allows you to configure, manage, and monitor your StorageGRID Webscale system. 
         

         
         The Grid Management Interface enables you to perform the following tasks:
            
               	Manage globally-distributed, petabyte-scale repositories of  objects, such as images, video, and records.

               
               	Monitor grid nodes and services to ensure object availability.

               
               	Manage the placement of object data over time using information lifecycle management (ILM) rules. These rules govern what
                  happens to an object’s data once it is ingested, how it is protected from loss, where object data is stored, and for how long.
               

               
               	Monitor transactions, performance, and operations within the system.

               
            

            
         

         
         You can access the Grid Management Interface using a supported web browser.
         

         
         
            Note: Some tasks,  including some maintenance tasks, also require that you access the system through the command line.
            

            
         

         
      

      
      
         
            More information

         

         
         
            
            	Web browser requirements

               You must use a supported web browser. 
            

            
            	Signing in to the Grid Management Interface

               You access the Sign In page for  the Grid Management Interface by entering the web address or host name defined by your system administrator into the address bar of a supported web browser.
               
            

            
            	Signing out of the Grid Management Interface

               When you have completed working with the Grid Management Interface, you must sign out to keep the system secure.
            

            
            	Changing your password

               If you are a local user of the Grid Management Interface, you can change  your own password.
            

            
            	Reviewing the Grid Management Interface 

               The Grid Management Interface provides basic operational data, alarm status, reporting functionality, and configuration options for each grid node, service,
               and component.
            

            
            	Controlling system access with administration user accounts and groups

               By managing administration user accounts and administration groups, you can control access to the StorageGRID Webscale system. Each administration group account  is assigned permissions that control access to StorageGRID Webscale features and functionality. You then add administration users to one or more administration group accounts to control individual
               user access.
            

            
            			Alarms and state indicators

               The color of the icon next to each site, grid node, service, and component in the Grid Topology tree reflects the overall
               status of that part of the StorageGRID Webscale system.
            

            
            	Reports

               You can use reports to monitor the state of the StorageGRID Webscale system and troubleshoot problems. There are two types of reports: charts and text reports.
            

            
            	What AutoSupport is

               The AutoSupport mechanism enables you to automatically send information about the health of your StorageGRID Webscale system to  NetApp.
            

            
         

         
      

   
      
      
      Web browser requirements

      
         You must use a supported web browser. 

         
         
            
            
               
                  
                     
                        	Web browser
                        
                        	Minimum supported version
                        
                     

                     
                  
                  
                  
                     
                        	Google Chrome
                        
                        	54
                        
                     

                     
                     
                        	Microsoft Internet Explorer
                        
                        	11 (Native Mode)
                        
                     

                     
                     
                        	Mozilla Firefox
                        
                        	50
                        
                     

                     
                  
                  
               

               
            

            
            You should set the browser window to a recommended width. 

            
            
            
               
                  
                     
                        	Browser width
                        
                        	Pixels
                        
                     

                     
                  
                  
                  
                     
                        	Minimum
                        
                        	1024
                        
                     

                     
                     
                        	Optimum
                        
                        	1280
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Signing in to the Grid Management Interface

      
         You access the Sign In page for  the Grid Management Interface by entering the web address or host name defined by your system administrator into the address bar of a supported web browser.
            
         

         
         
            
               Before you begin

            

            
               	You must have an authorized  user name and password.

               
               	You must have the IP address or fully qualified domain name of an Admin Node.

               
               	You must have access to a supported web browser. 
                  			
               

               
               	Cookies must be enabled in your web browser.

               
               	To perform this task, you need specific access permissions. For details, see  information about controlling system  access
                     with administration user accounts and groups. 

               
            

            
         

         
         
            
               About this task

            
When you sign in to the Grid Management Interface, you are connecting to an Admin Node. Each StorageGRID Webscale system includes one primary Admin Node and any number of non-primary Admin Nodes. You can connect to any Admin Node, and
            each Admin Node displays a similar view of the StorageGRID Webscale system; however, alarm acknowledgments made through one Admin Node are not copied to other Admin Nodes. Therefore, the Grid
            Topology tree might not look the same for each Admin Node.
            
               Note: The StorageGRID Webscale system uses a security certificate to secure access to the Grid Management Interface. You can use the default certificate created during installation, or you can replace the default certificate with your own
                  custom certificate.
               

               
            

            
         

         
         
            Steps

         

         
            	Launch a supported web browser.

            
            	In the browser’s address bar, enter the IP address or fully qualified domain name of the Admin Node. 
               
                  Note: If you are prompted with a security alert, view and install the certificate using the browser’s installation wizard. The alert
                     will not appear the next time you access this URL.
                  

                  
               
 
               The StorageGRID Webscale system's Sign In page appears.
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            	Enter your case-sensitive username and password, and click Sign In. 
               The home page of the  Grid Management Interface appears, which includes the Dashboard.
               

            

            
         

         
      

      
      
         
         
            
         

         
         Related concepts

            
            Reviewing the Grid Management Interface 

            
         

         
         Related reference

            
            Web browser requirements

            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Signing out of the Grid Management Interface

      
         When you have completed working with the Grid Management Interface, you must sign out to keep the system secure.
         

         
         
            
               About this task

            

            You must  sign out of the Grid Management Interface to ensure that unauthorized users cannot access the StorageGRID Webscale system. Closing your browser does not  sign you out of the
               system.
            

            
         

         
         
            Step

         

         
            	Click Sign Out located at the top-right corner of the page. 
               You are signed out, and the Sign In page appears.
               

            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Changing your password

      
         If you are a local user of the Grid Management Interface, you can change  your own password.
         

         
         
            
               Before you begin

            

            You must be signed in to the Grid Management Interface using a supported browser. 

            
         

         
         
            
               About this task

            

            Federated users cannot change their passwords directly in  Grid Management Interface; they must change passwords in the external identity source, for example, Active Directory or OpenLDAP. 
            

            
         

         
         
            Steps

         

         
            	From the Grid Management Interface header, select your login name > Change password.

            
            	Enter your current password.

            
            	Type a new password.  
               Your password must contain between 8 and 32 characters and is case-sensitive.

            

            
            	Re-enter the new password.

            
            	Click Save.

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Reviewing the Grid Management Interface 
      

      
         The Grid Management Interface provides basic operational data, alarm status, reporting functionality, and configuration options for each grid node, service,
            and component.
         

         
         When you first access the Grid Management Interface, the home page displays the Dashboard and provides options for viewing alarms, accessing the Grid Topology tree, creating
            storage tenant accounts, performing information lifecycle management (ILM) operations, setting configuration options, and
            performing maintenance tasks. 
         

         
         [image: ../images/GUID-6E1AAAA7-7562-4BD2-8681-AF3832EA9386-low.gif]

         
      

      
      
         
            More information

         

         
         
            
            	Reviewing the Dashboard

               The Dashboard provides a synopsis of the health and status of your StorageGRID Webscale system. 
            

            
            	Overview of Tenants, ILM, Configuration, and Maintenance options

               You can use the  Grid Management Interface to create storage tenant accounts, manage ILM policies and rules, configure grid nodes and services, and perform maintenance.
            

            
            	Grid Topology tree

               The Grid Topology tree provides you with quick access to various system elements and their related pages. You access the Grid
               Topology tree by  selecting Grid.
            

            
            	Attributes on pages

               You can monitor the health and activities of your StorageGRID Webscale system by reviewing attribute values on grid nodes, services, and components. 
            

            
            	Refreshing StorageGRID Webscale data

               Information presented in the Grid Management Interface system is time-sensitive. You can update displayed information at any time.
            

            
         

         
         
         
            
         

         
         Related concepts

            
            		Alarms and state indicators

            
            Grid Topology tree

            
            Overview of Tenants, ILM, Configuration, and Maintenance options

            
         

         
         Related tasks

            
            Reviewing the Dashboard

            
         

         
      

   
      
      
      Reviewing the Dashboard

      
         The Dashboard provides a synopsis of the health and status of your StorageGRID Webscale system. 
         

         
         
            Steps

         

         
            	Sign in to the Grid Management Interface using a supported browser.  
               The StorageGRID Webscale system's Dashboard appears. 
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            	Review each of the Dashboard panels:  
               
                  
                  
                     
                        
                           
                              	Panel
                              
                              	Description
                              
                              	View additional details
                              
                              	Learn more  
                              
                           

                           
                        
                        
                        
                           
                              	Health
                              
                              	
                                 Provides an indication of the system’s health by showing:  

                                 
                                 
                                    	The number of current alarms 

                                    
                                    	The number of disconnected grid nodes

                                    
                                 

                                 
                              
                              
                              	
                                 
                                    	To see current alarms and alarm history, view custom alarms, and identify whether alarm notifications are sent, click View alarms details.
                                    

                                    
                                    	To see details of all grid nodes, click View grid node details.
                                    

                                    
                                 

                                 
                              
                              
                              	
                                 
                                    	For details about managing alarms, see  information about alarms and state indicators. 

                                    
                                    	For details about reviewing grid nodes, see the section about the type of node in the Administrator Guide.  
                                    

                                    
                                 

                                 
                              
                              
                           

                           
                           
                              	Available Storage
                              
                              	
                                 Displays the available and used storage capacity in the entire grid, not including archival media. 

                                 
                                 The Overall chart presents grid-wide totals. If this is a multi-site grid, additional charts appear for each data center site.
                                    
                                 

                                 
                                 With this information, you can compare the used storage with the available storage and in multi-site grids, determine which
                                    site is consuming more. 
                                 

                                 
                              
                              
                              	
                                 
                                    	To view the capacity, place your cursor over the chart's available and used capacity sections.

                                    
                                    	To change the date range or select other data, click the chart icon in the upper right of the panel. 
                                       The default date range in charts on this page is one month. 

                                       
                                    

                                    
                                    	To see available storage details, click Grid. Then,   view the details for the entire grid, an entire site, or a single Storage Node. 
                                    

                                    
                                 

                                 
                              
                              
                              	For details about reviewing Storage Node information, see the section about  managing disk storage in the Administrator Guide. 
                              
                              
                           

                           
                           
                              	Information Lifecycle Management (ILM)
                              
                              	Displays current ILM operations and ILM queues for your system.
                                 With this information, you can monitor your system's workload. 

                                 
                              
                              
                              	
                                 
                                    	To see the existing ILM rules, click ILM > Rules. 
                                    

                                    
                                    	To see the existing ILM policies, click ILM > Policies.
                                    

                                    
                                 

                                 
                              
                              
                              	For details about managing ILM rules and policies, see the section about managing objects through information lifecycle management
                                 in the Administrator Guide. 
                              
                              
                           

                           
                           
                              	Protocol Operations
                              
                              	
                                 Displays the number of protocol-specific operations (S3, Swift, and CDMI) performed by your system.  

                                 
                                 With this information, you can monitor your system's workloads and efficiencies. Protocol rates are averaged over the last
                                    two minutes.
                                 

                                 
                              
                              
                              	   
                                 
                                    	To change the date range or select other data, click the chart icon in the upper right of the panel. 

                                    
                                    	To manage tenant accounts for S3 or Swift, click Tenants.
                                    

                                    
                                    	To configure CDMI permissions, certificates, and clients, click Configuration > CDMI.
                                    

                                    
                                 

                                 
                              
                              
                              	For details, see the Administrator Guide.
                              
                              
                           

                           
                        
                        
                     

                     
                  

                  
               

            

            
            	For details about each panel and descriptions of each status, click the [image: ../images/GUID-4A96813C-CE35-416D-944C-64C8F716FD87-low.gif] icon. 

            
         

         
      

      
      
         
         
            
         

         
         Related concepts

            
            		Alarms and state indicators

            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Overview of Tenants, ILM, Configuration, and Maintenance options

      
         You can use the  Grid Management Interface to create storage tenant accounts, manage ILM policies and rules, configure grid nodes and services, and perform maintenance.
         

         
         The  top menu bar of the Grid Management Interface includes the following options for configuring StorageGRID Webscale. 
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            Important: Changing configuration settings requires careful and deliberate planning. Some configurable elements can affect the state
               of the live system. Only experienced administrators should change the device and component configuration settings.
            

            
         

         
         
            
               	Tenants

               
               	 
                  The Tenants  option allows grid administrators to create storage tenant accounts. 

                  
                  Each tenant account uses either the S3 client protocol or the Swift client protocol.  You must create at least one tenant
                     account for each client protocol (Swift or S3) that will be used to store objects on your StorageGRID Webscale system. If you want to use both the Swift client protocol and the S3 client protocol to store and retrieve objects, you must
                     create at least two tenant accounts: one for Swift containers and objects and one for S3 buckets and objects.
                  

                  
                  Optionally, you can create additional tenant accounts if you want to segregate the objects stored on your system by different
                     entities.  Each tenant account has its own browser-based user interface and tenant API (referred to as the Tenant Management Interface), its own federated or local groups and users, and its own containers (buckets for S3) and objects. 
                     Note: Grid administrators create tenant accounts, but these users do not use the S3 or Swift protocols.
                     

                     
                  

                  
                  For more information, see the Administrator Guide and the Tenant Administrator Guide.
                  

                  
               

               
               	ILM

               
               	The ILM option allows you to  configure information lifecycle management (ILM) rules and policies that govern data durability
                  and availability. 
                  For more information, see the Administrator Guide.
                  

                  
               

               
               	Configuration

               
               	The Configuration option allows you to specify system-wide options such as domain names, grid options, link costs, storage
                  options,  display options (including the GUI Inactivity Timeout), custom global alarms, alarm notifications, email server
                  setup, AutoSupport enablement, auditing, and event logging. You can configure connection profiles, permissions, certificates,
                  and security partitions. You can also configure administrative user accounts, administrative groups and their access permissions,
                  and identity federation access.
                  For information on configuring these settings, see the Administrator Guide.
                  

                  
               

               
               	Maintenance

               
               	The Maintenance option allows you to perform expansion, decommissioning, and recovery tasks. You can also edit information
                  about DNS and NTP servers, review licensing, perform software upgrades, and generate a Recovery Package.
                  For information on grid maintenance tasks, see the Software Upgrade Guide and the Maintenance Guide or Expansion Guide for your deployment.
                  

                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
            StorageGRID Webscale 10.4 Tenant Administrator Guide

            
            StorageGRID Webscale 10.4 Software Upgrade Guide

            
            StorageGRID Webscale 10.4 Maintenance Guide for OpenStack Deployments

            
            StorageGRID Webscale 10.4 Maintenance Guide for VMware Deployments

            
            StorageGRID Webscale 10.4 Maintenance Guide for Red Hat Enterprise Linux Deployments

            
            StorageGRID Webscale 10.4 Expansion Guide for OpenStack Deployments

            
            StorageGRID Webscale 10.4 Expansion Guide for VMware Deployments

            
            StorageGRID Webscale 10.4 Expansion Guide for Red Hat Enterprise Linux Deployments

            
         

         
      

   
      
      
      Grid Topology tree

      
         The Grid Topology tree provides you with quick access to various system elements and their related pages. You access the Grid
            Topology tree by  selecting Grid.
         

         
         Each site can be expanded to reveal one or more grid nodes, which can be expanded to reveal services.

         
         [image: ../images/GUID-2CAA98C6-FF8E-47CA-85D5-3C4E1251C034-low.gif]

         
         To expand or collapse the Grid Topology tree, click [image: ../images/GUID-17CDE26D-A540-48F5-94BB-09326EECD1AD-low.gif] or [image: ../images/GUID-F5F99743-B987-4B70-90DC-7239846B8F62-low.gif] at the site, node, or service level. To expand or collapse all items in the entire site or in each node, hold down the <Ctrl> key and click.
         

         
      

      
      
         
            More information

         

         
         
            
            	Content tabs in Grid Topology tree pages

               Content on each page is organized under four tabs: Overview, Alarms, Reports, and Configuration.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Content tabs in Grid Topology tree pages

      
         Content on each page is organized under four tabs: Overview, Alarms, Reports, and Configuration.
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               	Overview: Use the Overview tab to monitor attributes. Each attribute represents a property, for example, the number of managed objects,
                  available storage space, backup size, or service state. These attributes are used to monitor system operations and to detect
                  and troubleshoot abnormal conditions. While there are hundreds of attributes, most of them are used for troubleshooting. Only
                  a small number must be monitored on a regular basis to ensure smooth operation.
               

               
               	Alarms: Use the Alarms tab to view and acknowledge alarms.
               

               
               	Reports: Use the Reports tab to create charts and text reports.
               

               
               	Configuration: Use the Configuration tab to change configuration settings at the site, grid node, service, or component level. Configuration
                  is restricted to user accounts that have Maintenance permissions.
               

               
            

            
         

         
         Some tabs contain multiple pages. For example, the Alarms tab has pages named Main and History.  The currently selected page is shown in blue and any other pages are shown in black.
[image: ../images/GUID-8071689C-DB97-49ED-9595-5AEF7A44CCD5-low.gif]


         
      

      
      
         
         
            
         

         
         Related concepts

            
            Monitoring operations

            
            		Alarms and state indicators

            
            Reports

            
         

         
      

   
      
      
      Attributes on pages

      
         You can monitor the health and activities of your StorageGRID Webscale system by reviewing attribute values on grid nodes, services, and components. 
         

         
         The following image shows several attributes on the Storage Node Overview page.
[image: ../images/GUID-5EC48DF7-88F1-419F-B29F-FDE5032DDED0-low.gif]


         
      

      
      
         
            More information

         

         
         
            
            	Viewing attribute descriptions in Tooltips

               The Grid Management Interface provides a description of each attribute or field on each page. You might want to view descriptions of a particular field
               to understand the meaning of the data.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Viewing attribute descriptions in Tooltips

      
         The Grid Management Interface provides a description of each attribute or field on each page. You might want to view descriptions of a particular field
            to understand the meaning of the data.
         

         
         
            Steps

         

         
            	Sign in to the Grid Management Interface using a supported browser. 

            
            	Click the attribute name to display its description. 
               
[image: ../images/GUID-F39B14AB-1DB4-458F-975A-E66BC033390D-low.gif]


            

            
            	Click [image: ../images/GUID-2C72FD0E-B413-4740-8D64-D5EB7C3FDCCA-low.gif] to close the description.

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Refreshing StorageGRID Webscale data
      

      
         Information presented in the Grid Management Interface system is time-sensitive. You can update displayed information at any time.
         

         
         The Updated timestamp indicates when the data shown was collected; that is, it shows the time at which the last system status
            “snapshot” was taken. The local time is determined from the preferences set in the user account. The information is refreshed
            automatically at set intervals (the default is 15 seconds). 
         

         
         To refresh the display manually, you can click the timestamp or refresh the browser.  If you leave the Grid Management Interface open with no activity, the session expires after the configurable timeout and returns you to the Sign In page.
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Controlling system access with administration user accounts and groups

      
         By managing administration user accounts and administration groups, you can control access to the StorageGRID Webscale system. Each administration group account  is assigned permissions that control access to StorageGRID Webscale features and functionality. You then add administration users to one or more administration group accounts to control individual
            user access.
         

         
         You can perform the following tasks related to users and groups: 

         
         
            	Configure a federated identity source (such as Active Directory or OpenLDAP) so you can import administration groups and users.

            
            	Create, edit, clone, and remove local and federated groups.

            
            	Create, edit, clone, and remove local users.  

            
            	Change local users' passwords. 

            
         

         
         Additionally, local users can change their own passwords.

         
      

      
      
         
            More information

         

         
         
            
            	About admin group permissions

               When creating administration user groups, you select one or more permissions to control access to specific features of the
               StorageGRID Webscale system. You can then assign each user to one or more of these admin groups to determine which tasks that user can perform.
               
            

            
            	About admin user accounts

               You can manage admin user accounts in the StorageGRID Webscale system and also add them to one or more admin groups that govern access to system features.  The StorageGRID Webscale system includes one predefined local user, named  "root."

            
         

         
         
         
            
         

         
      

   
      
      
      About admin group permissions

      
         When creating administration user groups, you select one or more permissions to control access to specific features of the
            StorageGRID Webscale system. You can then assign each user to one or more of these admin groups to determine which tasks that user can perform.
            
         

         
         You must assign at least one permission to each group; otherwise, users belonging to that group will not be able to sign in
            to the StorageGRID Webscale system.
         

         
         By default, any user who belongs to a group that has at least one permission can perform the following tasks: 

         
         
            	Sign in to the StorageGRID Webscale system
            

            
            	View the dashboard

            
            	Monitor grid topology

            
            	Monitor alarms

            
            	Change their own password

            
         

         
         The table shows the permissions you can assign when creating or editing an admin group.  
            Note: You can use the StorageGRID Webscale Management API to completely deactivate certain  features. When a feature has been deactivated, the corresponding Management
               Permission no longer appears on the Groups page.
            

            
         

         
         
         
            
               
                  
                     	Management permission	
                     
                     	Description
                     
                  

                  
               
               
               
                  
                     	Root Access
                     
                     	Provides access to all grid administration features. 	 
                     
                  

                  
                  
                     	Acknowledge Alarms
                     
                     	Provides access to acknowledge and respond to alarms. All signed-in users can monitor alarms. 	 
                        If you want a user to monitor grid topology and acknowledge alarms only, you should assign this permission.

                        
                     
                     
                  

                  
                  
                     	Change Tenant Root Password
                     
                     	Provides access to the  Change Root Password button on the Tenant Accounts  page, allowing you to  control who can change the password for the tenant account's root user. Users who  do not have this
                        permission cannot see  the Change Root Password button. 
                        Note: You must assign the  Tenant Accounts permission to the group before you can assign this permission.
                        

                        
                     
                     
                  

                  
                  
                     	Grid Topology Page Configuration
                     
                     	Provides access to the Configuration tabs in Grid Topology.
                     
                  

                  
                  
                     	Maintenance
                     
                     	
                        Provides access to maintenance options. Users who do not have this permission:

                        
                        
                           	
                              Do not see the following options in the menu: 
                                 
                                    	Software upgrade

                                    
                                    	Grid expansion

                                    
                                    	Grid decommission

                                    
                                    	Recovery package creation

                                    
                                    	Recovery

                                    
                                 

                                 
                              

                              
                           

                           
                           	
                              Can  see the following options in the menu and the pages, but  cannot make changes in these pages:  
                                 
                                    	DNS Servers

                                    
                                    	NTP Servers

                                    
                                    	License update

                                    
                                 

                                 
                              

                              
                           

                           
                        

                        
                     
                     
                  

                  
                  
                     	Other Grid Configuration
                     
                     	Provides access to all other grid configuration options, such as: 
                        
                           	Configuration > System Settings >  Domain Names, Grid Options,  Link Cost Groups, Storage Options, Display Options, CDMI

                           
                           	Configuration > Monitoring > Global Alarms, Notifications, Email Setup, AutoSupport, Audit, Events

                           
                           	Configuration > Access Control > Admin Users, Admin Groups, Identity Federation  	

                           
                        

                        
                        Note: Access to these items also requires the Grid Topology Page Configuration permission. 
                        

                        
                     
                     
                  

                  
                  
                     	Tenant Accounts
                     
                     	Provides access to the  Tenant Accounts  page from the Tenants option, allowing you to  control who can add, edit, or remove tenant accounts. Users who  do not have this permission do
                        not see the Tenants option in the menu. 
                        Note: Version 1 of the management API (which has been deprecated)  uses this permission to  manage tenant group policies, reset
                           Swift admin passwords, and manage root user S3 access keys.
                        

                        
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      About admin user accounts

      
         You can manage admin user accounts in the StorageGRID Webscale system and also add them to one or more admin groups that govern access to system features.  The StorageGRID Webscale system includes one predefined local user, named  "root."

         
         Note: If you upgraded from a previous version of StorageGRID Webscale you will also retain the built-in "Vendor" and "Admin" accounts. The best practice is to switch from using the "Vendor" account to the "root" account.
         

         
         StorageGRID Webscale can be accessed by local and federated users: 
         

         
         
            	Local users: You can create admin user accounts that are local to StorageGRID Webscale system and add these users to StorageGRID Webscale local admin  groups.
            

            
            	Federated users: You can use a  federated identity source (such as Active Directory or OpenLDAP) to import administration
               groups and users.  The identity source manages the groups to which users belong, so you cannot add federated users to local
               groups. Also, you cannot edit federated user information; this information is synchronized with the external identity source.
               
            

            
         

         
         Although you can add and delete users, you cannot delete the root  user. After creating groups, you assign users to one or
            more groups. 
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      		Alarms and state indicators

      
         The color of the icon next to each site, grid node, service, and component in the Grid Topology tree reflects the overall
            status of that part of the StorageGRID Webscale system.
         

         
[image: Grid Topology tree showing alerts]
If there are no alarms and all services are connected, the icon appears in the normal (green) state. If there is an alarm,
            the color of the icon reflects the most severe alarm currently active on that branch of the tree. Sites display the highest
            alarm level of the grid nodes on that branch. Grid nodes display the color of the most severe state or alarm among their hosted
            services. Each individual service reflects the highest alarm severity of its components.
         

         
      

      
      
         
            More information

         

         
         
            
            		Service state indicators

               A service can have one of three states: Unknown, Connected, or Administratively Down. A service that is Unknown is problematic
               and must be investigated. A service that is Connected is operating normally and displays the color of its highest alarm severity—either
               itself or its components. A service that is Administratively Down has been deliberately shut down for maintenance by an administrator.
            

            
            	Alarm indicators

               An alarm is triggered when the value of an attribute reaches an alarm threshold value. When an alarm is triggered, the alarm
               information is displayed in the StorageGRID Webscale system and a notification is automatically sent to designated personnel.
            

            
            	Propagation of alarms and states

               Both alarms and state indicators impact the color of the icons.
            

            
            	Customizing alarms

               The StorageGRID Webscale system is configured with a set of default alarms. In addition to these alarms, you can create custom alarms at the service,
               component, or system level.
            

            
            	Reviewing alarms

               You can view all alarms, view propagated alarms in the Grid Topology Tree, and show or hide acknowledged alarms.
            

            
            	Acknowledging alarms

               Depending on the situation, you can choose to acknowledge alarms while you are trying to resolve the underlying issue. 
            

            
         

         
         
         
            
         

         
      

   
      
      
      	Service state indicators

      
         A service can have one of three states: Unknown, Connected, or Administratively Down. A service that is Unknown is problematic
            and must be investigated. A service that is Connected is operating normally and displays the color of its highest alarm severity—either
            itself or its components. A service that is Administratively Down has been deliberately shut down for maintenance by an administrator.
         

         
         
            
            
               
                  
                     
                        	Icon
                        
                        	Color
                        
                        	State
                        
                        	Meaning
                        
                     

                     
                  
                  
                  
                     
                        	[image: ../images/GUID-8620E905-E01A-4907-973B-579C3816D29A-low.gif]
                        
                        	Blue
                        
                        	Unknown
                        
                        	An unknown condition exists that has stopped normal operation. Requires immediate attention. The "Unknown" state is considered the most severe. It is typically used to indicate loss of connection between the service and another
                           service.
                        
                        
                     

                     
                     
                        	[image: ../images/GUID-4831780D-7A69-4E96-A3B5-CCC0AF425389-low.gif]
                        
                        	Green
                        
                        	Connected
                        
                        	All services are working normally.
                        
                     

                     
                     
                        	[image: ../images/GUID-3CBB0F5E-9D5F-4E9B-80A1-A2A41106EDBB-low.gif]
                        
                        	Gray
                        
                        	Administratively Down
                        
                        	A service has stopped. All alarms on the stopped service including acknowledged alarms are removed.
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Alarm indicators

      
         An alarm is triggered when the value of an attribute reaches an alarm threshold value. When an alarm is triggered, the alarm
            information is displayed in the StorageGRID Webscale system and a notification is automatically sent to designated personnel.
         

         
         A change in the value of an attribute can trigger an alarm. A change in the state of a service does 
            not trigger an alarm.
         

         
         There are five alarm severity levels. Each alarm level is associated with a color and an icon, as shown in the table. The
            entries are listed in order by severity.
         

         
         
            
            
               
                  
                     
                        	Icon
                        
                        	Color
                        
                        	State
                        
                        	Severity
                        
                        	Meaning
                        
                     

                     
                  
                  
                  
                     
                        	[image: ../images/GUID-4831780D-7A69-4E96-A3B5-CCC0AF425389-low.gif]
                        
                        	Green
                        
                        	Connected
                        
                        	Normal
                        
                        	Functionality normal. A severity level of Normal does not trigger an alarm.
                        
                     

                     
                     
                        	[image: ../images/GUID-E189E038-C52F-4AC2-B652-3F12B1A85532-low.gif]
                        
                        	Yellow
                        
                        	Connected
                        
                        	Notice
                        
                        	An unusual condition exists that does not affect normal operations.
                        
                     

                     
                     
                        	[image: ../images/GUID-76F13D8B-F970-4722-953D-DE8D8AC664F5-low.gif]
                        
                        	Light Orange
                        
                        	Connected
                        
                        	Minor
                        
                        	An abnormal condition exists that could affect operation in the future. You should investigate to prevent escalation.
                        
                     

                     
                     
                        	[image: ../images/GUID-0E20015F-21AC-4769-8A8E-16DEF4426914-low.gif]
                        
                        	Dark Orange
                        
                        	Connected
                        
                        	Major
                        
                        	An abnormal condition exists that currently affects operation. This requires prompt attention to prevent escalation.
                        
                     

                     
                     
                        	[image: ../images/GUID-54F3970F-8021-483A-8DBD-3AF539F2BD12-low.gif]
                        
                        	Red
                        
                        	Connected
                        
                        	Critical
                        
                        	An abnormal condition exists that has stopped normal operations. You should address immediately.
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Propagation of alarms and states

      
         Both alarms and state indicators impact the color of the icons.

         
         Alarm indicators

         
         Alarms are generated at the attribute level. When an issue is detected, the alarm is propagated up through the Grid Topology
            tree. The associated attribute, component, service, grid node, and site information displayed in the StorageGRID Webscale system all change to reflect the alarm’s severity. The color displayed reflects the most severe alarm currently active on
            that branch of the Grid Topology tree. As a result, you can view the general alarm severity level at the system level, then
            click through the service components to locate the specific details.
         

         
         For example, in the following figure, the LDR service has at least two alarms:
            
               	The Verification component has at least one alarm with a severity of Notice.

               
               	The Replication component has at least one alarm with a severity of Major. Because Major is the more severe of the two alarms,
                  it propagates up the Grid Topology tree. As a result, the entire LDR service appears in dark orange, the color of a Major
                  alarm.
               

               
            

            
[image: Grid Topology tree showing alerts]


         
         State indicators

         
         State indicators are displayed at the services level and take priority over alarm indicators. When a service enters either
            an Administratively Down or Unknown state, the state color is propagated down through the service to its components. This
            overrides any component alarm indicators. For example, a service state of Unknown supersedes an alarm severity of Critical
            and results in the service displaying the blue Unknown state color and not the Critical alarm severity color.
         

         
         The state of grid node’s services propagates up the Grid Topology tree in the same manner that alarms do. For example, in
            the following figure, Storage Node DC1-S2 has been shut down and has a state of Unknown. This state overrides any alarms that
            might have been raised on any of its components. Unknown is a more severe state than any alarm and propagates up the Grid
            Topology tree,  causing the entire data center to be shown in blue, the Unknown state color.
[image: Grid Topology tree showing alerts]


         
      

      
      
         
         
            
         

         
      

   
      
      
      Customizing alarms

      
         The StorageGRID Webscale system is configured with a set of default alarms. In addition to these alarms, you can create custom alarms at the service,
            component, or system level.
         

         
         You can complete the following alarm customizations: 

         
         
            	You can view default alarms and create custom alarms for a service or component by using the Configuration > Alarms  page for that service or component in the Grid Topology tree. 
               Select Grid, select the service or component in the Grid Topology tree, and click Configuration > Alarms.
               

               
            

            
            	You can create global alarms and globally enable or disable default alarms.  
               Select Configuration > Global Alarms. 

               
            

            
         

         
         Access is restricted to user accounts with specific  permissions. For details about custom alarms and permissions required,
            see the Administrator Guide.
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Reviewing alarms

      
         You can view all alarms, view propagated alarms in the Grid Topology Tree, and show or hide acknowledged alarms.

         
         
            
               Before you begin

            

            You must be signed in to the Grid Management Interface using a supported browser. 

            
         

         
         
            
               About this task

            
This information appears in the following locations:
            
               	Current Alarms page
               

               
               	Alarms tab for each component and service

               
               	Overview tab for each component and service

               
            

            
         

         
         
            Steps

         

         
            	Select Alarms. 

            
            	From the Alarms menu, select Current. 

            
            	Click Show Acknowledged Alarms.
[image: ../images/GUID-A4A8CC1B-F928-47AD-9895-157ADDCF894D-low.gif]
 
                Alarms are sorted by severity.

            

            
            	To go to the specific service in the Grid Topology  that triggered the alarm, click the link in the Service column. 

            
            	To get a list of all alarms triggered over a period of time: 
               
                  
                     	Select Grid. 

                     
                     	From the Alarms menu, select History. 
[image: ../images/GUID-A4858E6F-8DE5-44BE-B731-92EB1F1BD118-low.gif]


                     
                     	Do one of the following:
                        
                           	Click one of the time periods.

                           
                           	Enter a custom date range, and click Custom Query.
                           

                           
                        

                        
                     

                     
                  

                  
               

            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Acknowledging alarms

      
         Depending on the situation, you can choose to acknowledge alarms while you are trying to resolve the underlying issue. 

         
         
            
               Before you begin

            

            
               	You must be signed in to the Grid Management Interface using a supported browser. 

               
               	To perform this task, you need specific access permissions. For details, see  information about controlling system  access
                     with administration user accounts and groups. 

               
            

            
         

         
         
            
               About this task

            

            An acknowledged alarm continues displaying as an alarm at the component level on the Alarms page; however, once an alarm has been acknowledged, it no longer propagates up the Grid Topology tree. The Grid Topology
               tree is displayed as Normal (green) or in the color of the next most severe unacknowledged alarm or more severe service state.
[image: ../images/GUID-898FF688-7ACB-463B-8A6D-F711D2A107FE-low.gif]
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            There are many reasons why you might want to acknowledge an alarm. For instance, while testing or troubleshooting the StorageGRID Webscale system, you might want to hide (by acknowledging) alarms in order to better track unknown issues. Or, you might, because
               of time constraints, want to acknowledge an alarm that you can more effectively attend to later.
            

            
            When a service is in a state of Administratively Down, all attribute alarms for that service — including acknowledged alarms
               — are removed. The current attribute values at the time the service restarts will be used to determine if any new alarms are
               triggered.
            

            
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select grid node > service or component > Alarms > Main.

            
            	Click Acknowledge next to an alarm. 
               
[image: ../images/GUID-E750C7F2-C68A-4FF0-A57E-3DF9BDEFF1BD-low.gif]


            

            
            	Click Apply Changes. 
               The alarm is acknowledged, and a notification is sent to designated personnel.

            

            
         

         
      

      
      
         
            More information

         

         
         
            
            	Unacknowledging an alarm

               
            

            
            	Showing or hiding acknowledged alarms

               After you acknowledge an alarm, it disappears from the Alarms view. However, you can display all acknowledged alarms. You
               might want to show acknowledged alarms after research you have conducted. 
            

            
         

         
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Unacknowledging an alarm

      
         
            Steps

         

         
            	Select Grid. 

            
            	Select grid node > service or component > Alarms > Main.

            
            	Clear on the box at right to unacknowledge the alarm.

            
            	Click Apply Changes. 
               The alarm is unacknowledged, and a notification is sent to designated personnel.

            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Showing or hiding acknowledged alarms

      
         After you acknowledge an alarm, it disappears from the Alarms view. However, you can display all acknowledged alarms. You
            might want to show acknowledged alarms after research you have conducted. 
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select grid node > service or component > Alarms > Main.

            
            	To show all acknowledged alarms, click Show Acknowledged Alarms.

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Reports

      You can use reports to monitor the state of the StorageGRID Webscale system and troubleshoot problems. There are two types of reports: charts and text reports.
      

      
      
         
            More information

         

         
         
            
            	Types of charts

               Charts present the data with the attribute value (vertical axis) over a specified time span (horizontal axis).
            

            
            	Chart legend

               The lines and colors used to draw charts  have specific meaning.
            

            
            	Displaying charts

               In most cases, the fastest way to create a chart is to go to an Overview page in the StorageGRID Webscale Grid Topology tree and click the chart icon next to the attribute. Clicking this chart icon takes you to the Reports > Charts  page and displays a chart for the attribute. This is known as an immediate chart.
            

            
            	Displaying charts in a new window

               When you generate a chart report, it is often useful to compare it to another chart. You can view chart data in a new window
               and open multiple windows.
            

            
            	Generating charts

               Charts display a graphical representation of attribute data values that have been processed by the NMS service. You can report
               on a  data center site, grid node, component, or service.
            

            
            	Types of text reports

               Text reports display a textual representation of attribute data values that have been processed by the NMS service. There
               are two types of reports generated depending on the time period you are reporting on: raw text reports for periods less than
               a week,  and aggregate text reports for time periods greater than a week.
            

            
            	Generating text reports

               Text reports display a textual representation of attribute data values that have been processed by the NMS service. You can
               report on a  data center site, grid node, component, or service.
            

            
            	Exporting text reports

               Exported text reports open a new browser tab, which enables you to select and copy the data. 
            

            
         

         
         
         
            
         

         
      

   
      
      
      Types of charts

      
         Charts present the data with the attribute value (vertical axis) over a specified time span (horizontal axis).

         
         There are three types of charts:
            
               	Line graph: Used to plot the values of an attribute that has a unit value (such as NTP Frequency Offset, in ppm). The changes
                  in the value are plotted in regular data intervals (bins) over time.
[image: ../images/GUID-96DB0D80-5F2A-486B-923C-214EDC3C25B6-low.gif]


               
               	Area graph: Used to plot volumetric quantities, such as object counts or service load values. Area graphs are similar to line
                  graphs, but include a light brown shading below the line. The changes in the value are plotted in regular data intervals (bins)
                  over time.
[image: ../images/GUID-B7DC348F-0E47-4D88-A42F-22D34C4D791A-low.gif]


               
               	State graph: State graphs are used to plot values that represent distinct states such as a service state that can be online,
                  standby, or offline. State graphs are similar to line graphs, but the transition is discontinuous, that is, the value jumps
                  from one state value to another.
[image: ../images/GUID-799825FC-A866-4F37-AD9B-77F34AB21A55-low.gif]


               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Chart legend

      
         The lines and colors used to draw charts  have specific meaning.

         
         
         
            
               
                  
                     	Sample
                     
                     	Meaning
                     
                  

                  
               
               
               
                  
                     	[image: ../images/GUID-7E4A8E4A-F63A-4D72-9D82-6E3379364165-low.gif]
                     
                     	Reported attribute values are plotted using dark green lines.
                     
                  

                  
                  
                     	[image: ../images/GUID-1C106741-70E3-4F6F-9E0D-1AC40D56020B-low.gif]
                     
                     	Light green shading around dark green lines indicates that the actual values in that time range vary and have been “binned”
                        for faster plotting. The dark line represents the weighted average. The range in light green indicates the maximum and minimum
                        values within the bin. Light brown shading is used for area graphs to indicate volumetric data.
                     
                     
                  

                  
                  
                     	[image: ../images/GUID-D3949FF5-C681-4D79-8F60-F13EA7AB9D74-low.gif]
                     
                     	Blank areas (no data plotted) indicate that the attribute values were unavailable. The background can be blue, gray, or a
                        mixture of gray and blue, depending on the state of the service reporting the attribute.
                     
                     
                  

                  
                  
                     	[image: ../images/GUID-3971143D-89FE-4D5D-8558-7454C17460EE-low.gif]
                     
                     	Light blue shading indicates that some or all of the attribute values at that time were indeterminate; the attribute was not
                        reporting values because the service was in an unknown state.
                     
                     
                  

                  
                  
                     	[image: ../images/GUID-84743C04-7BC0-40B0-8057-BDA948369CE4-low.gif]
                     
                     	Gray shading indicates that some or all of the attribute values at that time were not known because the service reporting
                        the attributes was administratively down.
                     
                     
                  

                  
                  
                     	[image: ../images/GUID-BB567395-409A-43FD-AF9A-87B83E9809F6-low.gif]
                     
                     	A mixture of gray and blue shading indicates that some of the attribute values at the time were indeterminate (because the
                        service was in an unknown state), while others were not known because the service reporting the attributes was administratively
                        down.
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Displaying charts

      
         In most cases, the fastest way to create a chart is to go to an Overview page in the StorageGRID Webscale Grid Topology tree and click the chart icon next to the attribute. Clicking this chart icon takes you to the Reports > Charts  page and displays a chart for the attribute. This is known as an immediate chart.
         

         
         
            
               Before you begin

            

            You must be signed in to the Grid Management Interface using a supported browser. 

            
         

         
         
            
               About this task

            
You can also manually create reports from the Report tab.
            
            Note: You cannot create charts for all attributes; for example, text attributes such as Node ID, version number, and
               build number.
            

            
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select grid node > component or service > Overview > Main. 
               [image: ../images/GUID-1BD80EC6-A643-43CE-925B-9204837CFB85-low.gif]

            

            
            	Click Chart [image: ../images/GUID-5FB25ADD-48B4-4FDD-826B-5098DB039E31-low.gif] next to the attribute. 
               The display automatically changes to the Reports > Charts page. The chart displays the attribute’s data over the past day.
               

            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Displaying charts in a new window

      
         When you generate a chart report, it is often useful to compare it to another chart. You can view chart data in a new window
            and open multiple windows.
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select grid node > component or service > Reports > Charts.

            
            	Click [image: ../images/GUID-E029040E-75E8-49DC-8AEB-1B036E938D81-low.gif] to display the current view in new window.

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Generating charts

      
          Charts display a graphical representation of attribute data values that have been processed by the NMS service. You can report
            on a  data center site, grid node, component, or service.
         

         
         
            
               Before you begin

            

            
               	You must be signed in to the Grid Management Interface using a supported browser. 

               
               	To perform this task, you need specific access permissions. For details, see  information about controlling system  access
                     with administration user accounts and groups. 

               
            

            
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select grid node > component or service > Reports > Charts.

            
            	Select  the attribute to report on from the Attribute drop-down list.

            
            	To force the Y-axis to start at zero, deselect the 
                  Vertical Scaling check box.

            
            	To show values at full precision, select the Raw Data checkbox, or to round values to a maximum of three decimal places (for example, for attributes reported as percentages),
                  deselect the 
                  Raw Data checkbox.

            
            	Select  the time period to report on from the Quick Query drop-down list. 
               Select the Custom Query option to select a specific time range.
 
               The chart appears after a few moments. Allow several minutes for tabulation of long time ranges.

            

            
            	If you selected Custom Query, customize the time period for the chart by entering the Start Date and End Date. 
               Use the format YYYY/MM/DD HH:MM:SS in local time. Leading zeros are required to match the format. For example,
                  2017/4/6 7:30:00 fails validation. The correct format is:
                  2017/04/06 07:30:00.
               

            

            
            	Click Update. 
               A chart is generated after a few moments. Allow several minutes for tabulation of long time ranges. Depending on the length
                  of time set for the query, either a raw text report or aggregate text report is displayed.
               

            

            
            	If you want to print the chart, right-click and select Print, and modify any necessary printer settings and click Print.

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Types of text reports

      
         Text reports display a textual representation of attribute data values that have been processed by the NMS service. There
            are two types of reports generated depending on the time period you are reporting on: raw text reports for periods less than
            a week,  and aggregate text reports for time periods greater than a week.
         

         
         
            Raw text reports

            A raw text report displays details about the selected attribute:

            
            
               	Time Received: Local date and time that a sample value of an attribute’s data was processed by the NMS service.

               
               	Sample Time: Local date and time that an attribute value was sampled or changed at the source.

               
               	Value: Attribute value at sample time.

               
            

            [image: ../images/GUID-A5E0300E-DA72-4E3A-84E9-85D7F88B9CE0-low.gif]

         
         
            Aggregate text reports

            An aggregate text report displays data over a longer period of time (usually a week) than a raw text report. Each entry is
               the result of summarizing multiple attribute values (an aggregate of attribute values) by the NMS service over time into a
               single entry with average, maximum, and minimum values that are derived from the aggregation.
            

            
            Each entry displays the following information:
               
                  	Aggregate Time: Last local date and time that the NMS service aggregated (collected) a set of changed attribute values.

                  
                  	Average Value: The average of the attribute’s value over the aggregated time period.

                  
                  	Minimum Value: The minimum value over the aggregated time period.

                  
                  	Maximum Value: The maximum value over the aggregated time period.

                  
               

               
            

            [image: ../images/GUID-12ED4BCA-5885-448D-9774-572B5B33F8FF-low.gif]

         
      

      
      
         
         
            
         

         
      

   
      
      
      Generating text reports

      
          Text reports display a textual representation of attribute data values that have been processed by the NMS service. You can
            report on a  data center site, grid node, component, or service.
         

         
         
            
               Before you begin

            

            
               	You must be signed in to the Grid Management Interface using a supported browser. 

               
               	To perform this task, you need specific access permissions. For details, see  information about controlling system  access
                     with administration user accounts and groups. 

               
            

            
         

         
         
            
               About this task

            

            For attribute data that is expected to be continuously changing, this attribute data is sampled by the NMS service (at the
               source) at regular intervals. For attribute data that changes infrequently (for example, data based on events such as state
               or status changes), an attribute value is sent to the NMS service when the value changes.
            

            
            The type of report displayed depends on the configured time period. By default, aggregate text reports are generated for time
               periods longer than one week.
            

            
            Grey text indicates the service was administratively down during the time it was sampled. Blue text indicates the service
               was in an unknown state.
            

            
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select grid node > component or service > Reports > Text.

            
            	Select  the attribute to report on from the Attribute drop-down list.

            
            	Select  the number of results per page from the Results per Page drop-down list.

            
            	To round values to a maximum of three decimal places (for example, for attributes reported as percentages), deselect the Raw Data check box.

            
            	Select  the time period to report on from the Quick Query drop-down list.  
               Select the Custom Query option to select a specific time range.
 
               The report appears after a few moments. Allow several minutes for tabulation of long time ranges.

            

            
            	If you selected Custom Query, you need to customize the time period to report on by entering the Start Date and End Date. 
               Use the format YYYY/MM/DD HH:MM:SS in local time. Leading zeros are required to match the format. For example,
                  2017/4/6 7:30:00 fails validation. The correct format is:
                  2017/04/06 07:30:00.
               

            

            
            	Click Update. 
               A text report is generated after a few moments. Allow several minutes for tabulation of long time ranges. Depending on the
                  length of time set for the query, either a raw text report or aggregate text report is displayed.
               

            

            
            	If you want to print the report, right-click and select Print, and modify any necessary printer settings and click Print.

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Exporting text reports

      
         Exported text reports open a new browser tab, which enables you to select and copy the data. 

         
         
            
               About this task

            

            The copied data can then be saved into a new document (for example, a spreadsheet) and used to analyze the performance of
               the StorageGRID Webscale system.
            

            
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Create a text report.

            
            	Click Export [image: ../images/GUID-5A027F8B-1318-4FA0-A8E3-CE5E7FBAC17B-low.gif]. 
               
[image: ../images/GUID-DE838A06-A4B9-4C10-9BFE-A1D79722161B-low.gif]

 
               The Export Text Report window opens displaying the report. 
[image: ../images/GUID-D764F7BB-A18A-492D-8208-084B20C49243-low.gif]


            

            
            	Select and copy the contents of the Export Text Report window. 
               This data can now be pasted into a third-party document such as a spreadsheet.

            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      What AutoSupport is

      
         The AutoSupport mechanism enables you to automatically send information about the health of your StorageGRID Webscale system to  NetApp.
         

         
         Each week the AutoSupport "call home" mechanism sends a message to technical support that includes current system and site level attribute information such as
            alarms, storage usage, and system events as listed on the SSM > Events > Overview  page. 
         

         
         For more information about AutoSupport, see the Administrator Guide.
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Chapter 3. How objects are managed
      

      
         As you begin working with the StorageGRID Webscale system, it is helpful to understand how  the StorageGRID Webscale system manages objects as they are ingested, copied, retrieved, and deleted.
         

         
         Some key concepts to understand are:
            
               	What an object is

               
               	What information lifecycle management is

               
               	The life of an object

               
            

            
         

         
      

      
      
         
            More information

         

         
         
            
            	What an object is

               An object is an artificial construct used to describe an approach to storage that divides content into data and metadata.
               
            

            
            	What information lifecycle management is

               Information lifecycle management is a set of rules that determine how an object’s data is protected from loss over time.
            

            
            	The life of an object 

               The life of an object begins at the moment of ingest and is affected by object operations. 
            

            
         

         
      

   
      
      
      What an object is

      
         An object is an artificial construct used to describe an approach to storage that divides content into data and metadata.
            
         

         
         Object data

         
          Object data is the content of the object that is described by an object’s metadata. Object data might be anything; for example,
            a cat picture, a movie, or a medical record. The protection from loss of object data is managed through the evaluation of
            objects against  information lifecycle management (ILM) rules. Object data is sent to disk storage through a Storage Node
            and archival storage through an Archive Node.
         

         
         Object metadata

         
         Object metadata is information describing an object. Object metadata might include such information as last access time, modification
            time, and storage location. Managed and protected from loss by a Storage Node, object metadata is stored to disk through the
            Storage Node. The StorageGRID Webscale system’s ILM rules use an object’s metadata to determine what actions to perform on the object’s data. Metadata is not archived
            along with object data, but rather stays on disk in the distributed key value store.
         

         
         Each object is assigned a unique identifier that is stored as metadata and is used by the StorageGRID Webscale system and client applications to locate the object. Objects are created by client applications and sent to the StorageGRID Webscale system for ingest and storage to disk and archival media.
         

         
      

      
      
         
            More information

         

         
         
            
            	Object identifier

               The StorageGRID Webscale system assigns a unique identifier (UUID) to each ingested object. 
            

            
         

         
         
         
            
         

         
      

   
      
      
      Object identifier

      The StorageGRID Webscale system assigns a unique identifier (UUID) to each ingested object. 
      

      
      
         
         
            
         

         
      

   
      
      
      What information lifecycle management is

      
         Information lifecycle management is a set of rules that determine how an object’s data is protected from loss over time.

         
         ILM rules define:
            
               	The permanent location of object data

               
               	The type of storage used

               
               	The type of loss protection applied to an object’s data

               
               	The number of copies made

               
               	The life of the object and changes over time to its location, storage, and loss protection

               
            

            
         

         
         Information lifecycle management settings are implemented through an ILM policy that is made up of ILM rules. Every object
            ingested into the system is evaluated against the ILM policy and its ILM rules. ILM rules use an object’s metadata to filter
            an object and determine what actions to take in storing and copying the object’s data. For more information about configuring
            ILM rules and policies, see the Administrator Guide.
         

         
         The following figure  shows an ILM policy whose ILM rule determines the following:
            
               	When an object is ingested (day zero):
                  
                     	One replicated copy is stored at Data Center 1 (DC1) on disk (Storage Nodes)

                     
                     	One replicated copy is stored at Data Center 2 (DC2) on disk (Storage Nodes)

                     
                     	One replicated copy is stored at DC2 on tape (Archive Node)

                     
                  

                  
               

               
               	At the end of one year, the copy on disk at DC2 is deleted.

               
            

            
         

         [image: ../images/GUID-59D3B801-794F-4355-9668-5398273CDCE5-low.gif]

      
      
         
            More information

         

         
         
            
            	Protecting object data from loss

               ILM rules provide you with two mechanisms to protect object data from loss: replication and erasure coding.
            

            
         

         
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Protecting object data from loss

      
         ILM rules provide you with two mechanisms to protect object data from loss: replication and erasure coding.

         
         Replication

         
          Protecting object data from loss through replication means that exact copies of object data are made and stored to multiple
            Storage Nodes or Archive Nodes. ILM rules dictate the number of copies made, where those copies are made, and for how long
            they are retained by the system. If a copy is lost as a result of a Storage Node loss, the object is still available if a
            copy of it exists elsewhere in the StorageGRID Webscale system.
         

         
         Erasure coding

         
          Protecting object data from loss through erasure coding means that an erasure coding scheme is applied to object data. The
            erasure coding scheme breaks object data into data and parity fragments, which are distributed across multiple Storage Nodes.
            If fragments are lost, object data can still be recovered through the information encoded in the remaining fragments.
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      The life of an object 

      
         The life of an object begins at the moment of ingest and is affected by object operations. 

         
         The life of an object is affected by:
            
               	Ingest: The client application creates the object over HTTP.

               
               	Object management: How an object is stored over time and protected from loss.

               
               	Retrieve: When the client reads the object, the object is retrieved from a Storage Node or Archive Node through HTTP.

               
               	Delete: When a client deletes the object, an HTTP removal command is sent to all object locations.

               
            

            [image: ../images/GUID-C3E19941-4E09-4108-9B25-0084B6CF7924-low.gif]

         
      

      
      
         
            More information

         

         
         
            
            	Ingest

               Ingest refers to the process of a client application saving an object to the StorageGRID Webscale system.
            

            
            	Retrieve

               Retrieval refers to the process of a client application accessing an object stored by the  StorageGRID Webscale system.
            

            
            	Delete

               A client application can send a delete request to the StorageGRID Webscale system at any time. This results in a removal of the object from the system.
            

            
            	Archive

               The Archive Node provides an interface through which object data can be sent to an external archival storage system (tape
               or the cloud) for long term storage. 
            

            
         

         
         
         
            
         

         
      

   
      
      
      Ingest

      
         Ingest refers to the process of a client application saving an object to the StorageGRID Webscale system.
         

         
         
            Data flow

             When a client saves an object to the StorageGRID Webscale system, the Storage Node’s LDR service assigns it a unique identifier, which is returned to the client to use for later retrieval
               or delete operations. The object is evaluated against the active ILM policy, and then copies are made and distributed according
               to the ILM policy’s ILM rules. The LDR service sends object data to disk for storage and object metadata to the DDS service
               for management.
[image: Ingest]


            
            
               
                  	The client application creates the object and sends it to the StorageGRID Webscale system through an HTTP request. The object is evaluated against the system’s ILM policy. Copies of object data are made and
                     LDR services chosen as a result of an ADC topology query to other Storage Node’s that make up the storage pool.
                  

                  
                  	The LDR service saves the object data as a replicated copy to disk.

                  
                  	The LDR service sends the object metadata to a DDS service.

                  
                  	The DDS service saves the object metadata to disk.

                  
                  	The DDS service propagates copies of object metadata to other DDS services via the underlying distributed key-value store.
                     These copies are also saved to disk.
                  

                  
                  	The LDR service returns a unique identifier for the object to the client. The identifier type depends on the client's interface
                     (S3, Swift, or CDMI).
                  

                  
               

               
            

            
         

         
         
            Ingest related attributes

            The table shows the primary attributes used to track the ingest of an object to the StorageGRID Webscale system:
            

            
            
            
               
                  
                     
                        	Component
                        
                        	Attribute  changes
                        
                     

                     
                  
                  
                  
                     
                        	LDR > Storage
                        
                        	Total Usable Space (STAS): The total amount of object storage space that is currently available to be used to store objects
                           decreases by an amount roughly equivalent to the newly ingested object’s size.
                           Total Usable Space (Percent) (SAVP): The total amount of object storage space (displayed as a percentage) that is currently
                              available decreases by an amount roughly equivalent to the newly ingested object’s size.
                           

                           
                           Total Persistent Data (SPSD): The estimate of the size of the persistently stored data increases by an amount roughly equivalent
                              to the object’s size.
                           

                           
                           Objects Committed (OCOM): The number of object store operations for replicated copies that have been processed by the LDR
                              service increases by one.
                           

                           
                        
                        
                     

                     
                     
                        	DDS > Data Store
                        
                        	Total Objects (DATC): The total number of objects that are known by this DDS service increases by one.
                           Named Objects (CDNC): When a named data object is ingested by a client application that interfaces to the StorageGRID Webscale system through CDMI, the total number of named data objects known by this DDS service increases by one.
                           

                           
                           Nameless Objects (CNLC): When a nameless data object is ingested by a client application that interfaces to the StorageGRID Webscale system through CDMI, the total number of nameless data objects known by this DDS service increases by one.
                           

                           
                           S3 and Swift Objects (SDOC): When a data object is ingested by a client application that interfaces to the StorageGRID Webscale system through the S3 or Swift REST API, the total number of data objects known by this DDS service increases by one.
                           

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
            More information

         

         
         
            
            	Object data management

               Object data is managed through the active ILM policy and its ILM rules. Through ILM rules, object data is protected from loss
               through replicated and erasure coded copies.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Object data management

      
         Object data is managed through the active ILM policy and its ILM rules. Through ILM rules, object data is protected from loss
            through replicated and erasure coded copies.
         

         
         Object metadata is managed by the DDS service. 

         
      

      
      
         
            More information

         

         
         
            
            	Content protection: replication

               Following ingest, if an ILM rule’s Content Placement instructions are configured to make replicated copies of object data,
               copies are made and stored to disk through the LDR services of Storage Nodes that make up the configured storage pool.
            

            
            	Content protection: erasure coding

               Following ingest, if an ILM rule includes instructions to make erasure coded copies of object data, the applicable erasure
               coding scheme breaks object data into data and parity fragments and distributes these fragments across the configured storage
               pool's Storage Nodes.
            

            
         

         
         
         
            
         

         
         Related concepts

            
            Content protection: erasure coding

            
         

         
      

   
      
      
      Content protection: replication

      
         Following ingest, if an ILM rule’s Content Placement instructions are configured to make replicated copies of object data,
            copies are made and stored to disk through the LDR services of Storage Nodes that make up the configured storage pool.
         

         
         
            Data flow

            The CMS service controls replication and ensures that the correct number of copies are stored in the correct locations and
               for the correct amount of time.
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                  	The CMS service queries the ADC service to determine the best destination LDR service within the storage pool as defined by
                     the ILM policy, and sends that LDR service a command to initiate replication.
                  

                  
                  	The destination LDR service queries the ADC service for the best source location and sends a replication request to the source
                     LDR service.
                  

                  
                  	The source LDR service sends a copy to the destination LDR service.

                  
                  	The destination LDR service notifies the CMS service that the object data has been stored.

                  
                  	The CMS service updates the DDS service with object location metadata.

                  
               

               
            

            
         

         
         
            Replication related attributes

            The table shows the primary attributes used to track a replicated object:

            
            
               
               
                  
                     
                        
                           	Component
                           
                           	Attribute changes
                           
                        

                        
                     
                     
                     
                        
                           	CMS > Content
                           
                           	ILM Evaluations (ILev): The total number of ILM evaluations that have been performed to date increases when the object is
                              evaluated after ingest and again when a copy of object data is made.
                              
                              Note: The number of evaluations is dependent on the StorageGRID Webscale system’s ILM rules.
                              

                              
                              Total Transfers (DCdT): The total number of object transfers performed by the CMS service since system start-up increases
                                 by one each time a copy of object data is made.
                              

                              
                           
                           
                        

                        
                        
                           	LDR > Storage
                           
                           	
                              Total Usable Space (STAS): The total amount of object storage space that is currently available to be used to store objects
                                 decreases by an amount roughly equivalent to the object’s size.
                              

                              
                              Total Usable Space (Percent) (SAVP): The total amount of object storage space (displayed as a percentage) that is currently
                                 available to be used to store objects decreases by an amount roughly equivalent to the object’s size.
                              

                              
                              Total Persistent Data (Percent) (SPSD): The estimate of the size of the persistently stored data increases by an amount roughly
                                 equivalent to the object’s size.
                              

                              
                              Total Persistent Data (Percent) (SPDP): The percentage of the total storage space used by persistent data on each destination
                                 LDR service increases by an amount roughly equivalent to the size of the replicated object.
                              

                              
                              Objects Retrieved (ORET): The number of persistent objects retrieved from the source LDR service increases by one.

                              
                              Objects Committed (OCOM): The number of persistent objects stored on each destination LDR service increases by one each time
                                 a replicated copy is made.
                              

                              
                           
                           
                        

                        
                        
                           	destination LDR > Replication
                           
                           	Inbound Replications Completed (RIRC): The total number of objects replicated to the destination LDR service increases by
                              one.
                           
                           
                        

                        
                        
                           	source LDR > Replication
                           
                           	Outbound Replications Completed (RORC): The total number of objects replicated from the source LDR service increases by one.
                           
                        

                        
                     
                     
                  

                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Content protection: erasure coding

      
         Following ingest, if an ILM rule includes instructions to make erasure coded copies of object data, the applicable erasure
            coding scheme breaks object data into data and parity fragments and distributes these fragments across the configured storage
            pool's Storage Nodes.
         

         
         
            Data flow

            The Storage Nodes CMS service controls erasure coding and ensures that the correct Erasure Coding profile is applied to object
               data.
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               	The CMS service queries the ADC service to determine which  DDS service can best perform the erasure coding operation. Once
                  determined, the CMS service sends an "initiate" request to that service. 
               

               
               	The DDS service instructs an LDR to erasure code the object data.

               
               	The source LDR service sends a copy to the LDR service selected for erasure coding.

               
               	Once broken into the appropriate number of parity and data fragments, the LDR service distributes these fragments across the
                  Storage Nodes (LDR services) that make up the Erasure Coding profile’s storage pool.
               

               
               	The LDR service notifies the CMS service, confirming that object data is successfully distributed.

               
               	The CMS service updates the DDS service with object location metadata.

               
            

            
         

         
         
            Erasure coding related attributes

            The table shows the primary attributes used to track an erasure coded object:

            
            
               
               
                  
                     
                        
                           	Component
                           
                           	Attribute changes
                           
                        

                        
                     
                     
                     
                        
                           	CMS > Content
                           
                           	ILM Evaluations (ILev): LM Evaluations (ILev): The total number of ILM evaluations increases by one  when the object is first
                              evaluated and again when an erasure coded copy is made.
                              
                              
                           
                           
                        

                        
                        
                           	LDR > Storage
                           
                           	
                              Total Usable Space (STAS): The total amount of storage space that is currently available for the storage of object data decreases
                                 by an amount roughly equivalent to the size of the erasure coded fragment (data or parity) stored to this Storage Node.
                              

                              
                              Total Usable Space (Percent) (SAVP): The total amount of available storage (displayed as a percentage) decreases by an amount
                                 roughly equivalent to the size of the erasure coded fragment (data or parity) stored to this Storage Node.
                              

                              
                              Total Persistent Data (SPSD): The estimate of the size of the persistently stored data increases by an amount roughly equivalent
                                 to the size of the erasure coded fragment (data or parity) stored to this Storage Node.
                              

                              
                              Total Data (Percent) (SPDP): The percentage of the total storage space used by persistent data on each destination LDR service
                                 increases by an amount roughly equivalent to the size of the erasure coded fragment (data or parity) stored to this Storage
                                 Node.
                              

                              
                           
                           
                        

                        
                        
                           	LDR > Erasure Coding
                           
                           	Writes - Successful  (ECWC): The total number of erasure coded objects increases by one.
                           
                        

                        
                     
                     
                  

                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Retrieve

      
         Retrieval refers to the process of a client application accessing an object stored by the 
            StorageGRID Webscale system.
         

         
         
            Data flow

            The Storage Node's LDR service queries the DDS service for the location of the object data and retrieves it from the source
               LDR service after obtaining the location from the DDS service. Preferentially, retrieval is from disk. When there is no higher
               grade copy accessible, the retrieval request is directed to the Archive Node.
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                  	The LDR service receives a retrieval request from the client application.

                  
                  	The LDR service queries the DDS service for the object data location.

                  
                  	LDR service forwards the retrieval request to the source LDR service.

                  
                  	The source LDR service returns the object data from the queried LDR service and the system returns the object to the client
                     application. 
                  

                  
               

               
            

            
         

         
         
            Retrieval related attributes

            The table shows the primary attributes used to track the retrieval of an object from the StorageGRID Webscale system:
            

            
            
               
               
                  
                     
                        
                           	Component
                           
                           	Attribute changes
                           
                        

                        
                     
                     
                     
                        
                           	LDR > CDMI
                           
                           	 Operations - Successful (CSUC):  The total number of successful CDMI operations increases by one.
                           
                        

                        
                        
                           	LDR > S3
                           
                           	 Operations - Successful (SSUC):   The total number of successful S3 operations increases by one.
                           
                        

                        
                        
                           	LDR > Swift
                           
                           	 Operations - Successful (WSUC):    The total number of successful Swift operations increases by one.
                           
                        

                        
                        
                           	LDR > Storage
                           
                           	Objects Retrieved (ORET): The number of persistent replicated objects retrieved from the source LDR service increases by one.
                           
                        

                        
                        
                           	ARC > Retrieve
                           
                           	Client Requests (ARCR): The total number of requests received from clients for archived object data increases by one with
                              each attempt to retrieve object data from this Archive Node. Retrieval from the Archive Node only occurs if object data is
                              not available on a Storage Node.
                              Active Retrieves (ARAR): The number of object retrievals in progress increases by one while retrieval is taking place through
                                 this Archive Node and then decreases by one once retrieval is complete.
                              

                              
                           
                           
                        

                        
                     
                     
                  

                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Delete

      
         A client application can send a delete request to the StorageGRID Webscale system at any time. This results in a removal of the object from the system.
         

         
         
            Data flow

            When a client triggers a delete, all copies of an object are removed 
               from the system.
[image: Delete data flow]


            
            
               	
                  	The LDR service receives a delete command from the client application.

                  		
                  	The LDR service forwards the delete request to the DDS service, which instructs the CMS service to remove all copies of object
                     data.
                  

                  
                  	The object is removed from the system and is no longer 
                     known by the client.
                  

                  
               

               
            

            
         

         
         
            Delete related attributes

            The table shows the primary attributes used to track the deletion of an object 
               from the StorageGRID Webscale system:
            

            
            
               
               
                  
                     
                        
                           	Component
                           
                           	Attribute changes
                           
                        

                        
                     
                     
                     
                        
                           	LDR > CDMI
                           
                           	 Operations - Successful (CSUC):  The total number of successful CDMI operations increases by one.
                           
                        

                        
                        
                           	LDR > S3
                           
                           	 Operations - Successful (SSUC):   The total number of successful S3 operations increases by one.
                           
                        

                        
                        
                           	LDR > Swift
                           
                           	 Operations - Successful (WSUC):    The total number of successful Swift operations increases by one.
                           
                        

                        
                        
                           	CMS > Content
                           
                           	
                              ILM Evaluations (ILev): Because an ILM evaluation is triggered each time a content handle is released, the total number of
                                 ILM evaluations increases when an object is deleted.
                              

                              
                              Purges (DCpT): The number of object copies deleted increases by one on the CMS service for each copy of the object deleted
                                 from the LDR and ARC services.
                              

                              
                           
                           
                        

                        
                        
                           	DDS > Data Store
                           
                           	
                              Total Objects (DATC): The total number of data objects in the StorageGRID Webscale system that are known by this DDS service decreases by one.
                              

                              
                              Named Objects (CDNC): When a named data object is deleted by a client application that interfaces to the StorageGRID Webscale system through CDMI, the total number of named data objects known by this DDS service decreases by one.
                              

                              
                              Nameless Objects (CNLC): When a nameless data object is deleted by a client application that interfaces to the StorageGRID Webscale system through CDMI, the total number of nameless data objects known by this DDS service decreases by one.
                              

                              
                              S3 and Swift Objects (SDOC): When a data object is deleted by a client application that interfaces to the StorageGRID Webscale system through the S3 or Swift REST API, the total number of data objects known by this DDS service decreases by one.
                              

                              
                           
                           
                        

                        
                     
                     
                  

                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Archive

      
         The Archive Node provides an interface through which object data
            can be sent to an external archival storage system (tape or the cloud) for long
            term storage.
            
         

         
         
            Data flow

             If the ILM policy requires that a copy of object data be archived, the CMS service sends a request to the Archive Node, which
               in turn sends the object data to the targeted archival storage system.
[image: ../images/GUID-183F293B-4F6B-43F9-AD3C-041CBE570799-low.gif]


            
            
               
                  	The CMS service sends a request to the ARC service to store a copy on archive media.

                  
                  	The ARC service queries the ADC service for the best source location and sends a request to the source LDR service.

                  
                  	The ARC service retrieves object data from the LDR service.

                  
                  	The ARC service sends the object data to the archive media destination.

                  
                  	The archive media notifies the ARC service that the object data has been stored.

                  
                  	The ARC service notifies the CMS service that the object data has been stored.

                  
                  	The CMS service sends object location metadata to the DDS service.

                  
               

               
            

            
         

         
         
            Archive related attributes

            The table shows the primary attributes used to track object data sent to the targeted external archival storage system:
               
            

            
            
               
               
                  
                     
                        
                           	Component
                           
                           	Attribute changes
                           
                        

                        
                     
                     
                     
                        
                           	ARC > StoreNote: The StorageGRID Webscale system cannot detect how much available storage is attached to the Archive Node.
                                 
                              

                              
                           
                           
                           	Active Objects (AROP): The number of copies of object data in the process of being written to the archival storage system
                              increases by one as the object is being archived and decreases by one once the object is archived.
                              Archived Objects (AROA): The total number of copies of object data written to the archival storage system by this ARC service
                                 increases by one.
                              

                              
                              Archived Bytes (ARBA): The total amount of content written to the archival storage system increases by an amount equivalent
                                 to the object size.
                              

                              
                           
                           
                        

                        
                        
                           	ARC > Replication
                           
                           	Inbound Replications Completed (RIRC): The total number of copies of object data replicated to the destination ARC service
                              increases by one.
                           
                           
                        

                        
                        
                           	LDR > Storage
                           
                           	Objects Retrieved (ORET): The number of persistent objects retrieved from the storage system of the source LDR increases by
                              one each time the object is replicated from this source LDR to the Archive Node.
                           
                           
                        

                        
                        
                           	LDR > Replication
                           
                           	Outbound Replications – Completed (RORC): The total number of copies of object data replicated from the source Storage Node
                              increases by one each time the object is replicated from this source Storage Node service to the Archive Node.
                           
                           
                        

                        
                     
                     
                  

                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Chapter 4. Monitoring operations
      

      You can monitor your StorageGRID Webscale system by viewing the attribute values displayed on the   Grid Management Interface. Attributes and the values they report form the basis for monitoring sites, grid nodes, services, and components.
      

      
      
         
            More information

         

         
         
            
            	Attribute values

               Attributes are reported by services on a best-effort basis. Attribute updates can be lost under some circumstances, such as
               the crash of a service or the failure and rebuild of a grid node. For example, if an LDR service crashes after it has registered
               the ingest of a number of objects, but before it has committed the updated attribute value to disk, any attribute updates
               since the last commit are lost.
            

            
            	Attribute types

               The StorageGRID Webscale system includes the following attribute types, summary and individual.
            

            
            	Attribute units of measure

               For units of “seconds” or “bytes,” attribute values displayed in the StorageGRID Webscale system are scaled to a suitable unit. For example, durations scale to microseconds, milliseconds, seconds, minutes, hours,
               or days; bytes scale to kilobytes, megabytes, or gigabytes.
            

            
            	Key attributes to monitor

               The StorageGRID Webscale system includes hundreds of attributes, most of which are only used for troubleshooting. 
            

            
            	Information that you should monitor regularly

               Monitor the StorageGRID Webscale system’s key attributes regularly. Become familiar with system operations and spot trends before they turn into problems.
            

            
         

         
      

   
      
      
      Attribute values

      
         Attributes are reported by services on a best-effort basis. Attribute updates can be lost under some circumstances, such as
            the crash of a service or the failure and rebuild of a grid node. For example, if an LDR service crashes after it has registered
            the ingest of a number of objects, but before it has committed the updated attribute value to disk, any attribute updates
            since the last commit are lost.
         

         
         Propagation delays might slow the reporting of attributes within the 
            StorageGRID Webscale system. Updated values for most attributes, except for state 
            attributes, are sent to the StorageGRID Webscale system at fixed intervals. For this reason, it can take a few moments before an update is 
            visible in the system, and two attributes that change more or less simultaneously can be reported at slightly 
            different times.
         

         
         Attribute values should be understood as being approximately correct, particularly for "count" attributes such as object count or HTTP 
            connection attempts. 
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Attribute types

      
         The StorageGRID Webscale system includes the following attribute types, summary and individual.
         

         
         Summary attributes

         
          Provide a convenient synopsis of information about the deployment, data center site, or grid node.

         
         Summary attributes provide an overview of capacities and operations, including storage capacity, ILM activity, API operations,
            and  Archive Node object counts. Summary attributes appear on the StorageGRID Webscale system Grid > Overview > Main  pages for the deployment, data center site, or grid node.
         

         
         Summary attributes are calculated at fixed intervals from the values of attributes for individual grid nodes and services,
            and provide a convenient means to  review   information about the deployment, data center site, or grid node. The values of
            summary attributes should be taken as estimates as they are calculated based on the current attribute’s value known at the
            time of calculation. Note that the reporting 
            of summary attributes is subject to propagation delays within the StorageGRID Webscale system and it can take a few moments before an update is visible.
         

         
         Individual attributes

         
         Provide information about specific data center sites, grid nodes, services, and components.

         
      

      
      
         
         
            
         

         
      

   
      
      
      Attribute units of measure

      
         For units of “seconds” or “bytes,” attribute values displayed in the StorageGRID Webscale system are scaled to a suitable unit. For example, durations scale to microseconds, milliseconds, seconds, minutes, hours,
            or days; bytes scale to kilobytes, megabytes, or gigabytes.
         

         
         When scaled, the value of bytes displayed on overview pages and in charts uses the “natural” measure of powers of 10. For
            example 3 MB = 3 × 106 = 3,000,000 bytes. This is not the same as powers of 2 normally used for computing, where 3 MiB = 3 × 220 = 3,145,728 bytes.
            
            Note: Scaled byte values are presented in kb, MB or GB
               (powers of 10), not KiB, MiB, or GiB (powers of 2).
            

            
         

         
         
            To see unscaled values at full accuracy, generate a text report.
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Key attributes to monitor

      
         The StorageGRID Webscale system includes hundreds of attributes, most of which are only used for troubleshooting. 
         

         
         The list of attributes to monitor routinely, shown in the following table, is much shorter.

         
         
         
            
               
                  
                     	Category
                     
                     	Component
                     
                     	Attributes
                     
                  

                  
               
               
               
                  
                     	LDR content storage capacity
                     
                     	System Overview
                     
                     	Percentage Storage Capacity Used (PSCU): The percentage of installed 
                        storage capacity that has been consumed for the entire StorageGRID Webscalesystem.
                     
                     
                  

                  
                  
                     	LDR > Storage
                     
                     	Total Usable Space (STAS): Object storage capacity that is currently available for storage on the Storage Node.
                     
                  

                  
                  
                     	Archived content
                     
                     	ARC > Store
                     
                     	Archived Bytes (ARBA): The total amount of content sent to the targeted external archival storage system.
                        
                        
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Information that you should monitor regularly

      
         Monitor the StorageGRID Webscale system’s key attributes regularly. Become familiar with system operations and spot trends before they turn into problems.
         

         
         The following table lists the tasks to be performed on a regular basis.

         
         
            
            
               
                  
                     
                        	Task
                        
                        	Frequency
                        
                     

                     
                  
                  
                  
                     
                        	Monitor system status. Note what has changed from previous day.
                        
                        	Daily
                        
                     

                     
                     
                        	Monitor the rate at which Storage Node capacity is being consumed.
                        
                        	Weekly
                        
                     

                     
                     
                        	Check capacity of the targeted external archival storage system.
                        
                        	Weekly
                        
                     

                     
                  
                  
               

               
            

            
         

         
         The important attributes to monitor relate to:
            
               	Storage capacity

               
               	Object management related activities

               
            

            
         

         
         In the case of the capacity attributes you must not only look at the absolute value, but also at the rate at which capacity
            is being consumed.  For example, Storage Node content storage space.
         

         
      

      
      
         
            More information

         

         
         
            
            	Monitoring storage capacity

               A Storage Node’s LDR services are responsible for managing storage. Monitor the total usable space  available on Storage Nodes
               to ensure that the StorageGRID Webscale system does not run  out of storage space. This information is available at the deployment level, at the site level, and
               at the grid node level.
            

            
            	Monitoring ingest load

               To monitor the ingest load on the StorageGRID Webscale system,  analyze the trends of the ingest attributes. During normal operations, the ingest load might exceed  the rate at
               which services process objects. When this scenario occurs, services might queue operations that can no longer be  fulfilled
               in real time.
            

            
            	Monitoring ILM evaluations

               You can track ILM evaluation attributes to monitor how objects are being managed by the StorageGRID Webscale system. 
            

            
            	Monitoring object verification operations

               The StorageGRID Webscale system proactively verifies the integrity of object data on Storage Nodes, checking for both corrupt and lost objects.  
            

            
            	Monitoring archival capacity

               You cannot directly monitor an external archival storage system's capacity through the StorageGRID Webscale system. However, you can monitor whether the Archive Node is still able to send object data to the archival destination,
               which may be an indication that an expansion of archival media is required.
            

            
            	Monitoring NMS database usage rates

               Attribute values are saved to the NMS database. As attribute data is saved to the NMS database, the size of the NMS database
               grows and the amount of free tablespace decreases.
            

            
            	Monitoring and managing grid tasks

               Grid tasks are scripts that implement specific changes to the StorageGRID Webscale system. 
            

            
            	Monitoring the Total Events alarm

               When the Total Events alarm is raised, monitor the situation and act accordingly.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Monitoring storage capacity

      
         A Storage Node’s LDR services are responsible for managing storage. Monitor the total usable space 
            available on Storage Nodes to ensure that the StorageGRID Webscale system does not run 
            out of storage space. This information is available at the deployment level, at the site level, and 
            at the grid node level.
         

         
         
            
               Before you begin

            

            You must be signed in to the Grid Management Interface using a supported browser. 

            
         

         
         
            Steps

         

         
            	Select Dashboard. 

            
            	Review Available Storage information. 
               
[image: ../images/GUID-6E1AAAA7-7562-4BD2-8681-AF3832EA9386-low.gif]


            

            
            	Select Grid, and select any Storage Node > LDR > Storage > Overview > Main page. 
               [image: ../images/GUID-2D89BC62-6592-4F8C-BA10-1E5243D9B509-low.gif]

            

            
            	Monitor the Total Usable Space (STAS) attribute over time to estimate the rate at which usable storage space is being consumed. 
               Usable space is the actual real amount of storage space available to store objects. For more information about storage space,
                  see the Administrator Guide.
                  To maintain normal system operations, you have to add Storage Nodes, add storage volumes, or archive object data before the
                     storage disks’ usable space is consumed.
                  

                  
               
 
               Example

               In the following example, usable storage space is being consumed at a rate of approximately 4% per month, which means that
                  there are eight months left before this Storage Node runs out of space.
[image: ../images/GUID-25237740-6E56-48FC-81C4-39F46FF045F8-low.gif]


            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Monitoring ingest load

      
         To monitor the ingest load on the StorageGRID Webscale system, 
            analyze the trends of the ingest attributes. During normal operations, the ingest load might exceed 
            the rate at which services process objects. When this scenario occurs, services might queue operations that can no longer
            be 
            fulfilled in real time.
         

         
         In the example shown in the following table, the number of objects waiting to be stored increases and 
            decreases, but remains fairly low. Such a trend could indicate that there was a short term overload due to network 
            throughput, disk I/O performance, service availability, and so on.
            
[image: ../images/GUID-D4B5D413-9652-46F4-B281-5107D28516D1-low.gif]


         
         In contrast, the trend shown in 
            the following table is not sustainable. If the number of objects waiting to be stored to the 
            StorageGRID Webscale system starts to increase, ensure that all CMS and LDR services 
            are operating normally. It is also possible that the ingest rate is exceeding the throughput of the 
            StorageGRID Webscale system and that it requires expansion.
            
[image: ../images/GUID-CE4BA1C6-B8EE-4C6E-B65C-6FBAC75EE6A4-low.gif]


         
      

      
      
         
         
            
         

         
      

   
      
      
      Monitoring ILM evaluations

      
         You can track ILM evaluation attributes to monitor how objects are being managed by the StorageGRID Webscale system. 
         

         
         
            
               Before you begin

            

            You must be signed in to the Grid Management Interface using a supported browser. 

            
         

         
         
            
               About this task

            
Objects are managed by applying the ILM policy defined for your  StorageGRID Webscale system. The ILM policy and associated ILM rules determine how many copies are made, how those copies are made, the appropriate
            placement, and the length of time each copy is retained.
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select deployment >  Overview > Main. 
               
[image: ../images/GUID-B78BDF8C-6C3D-4465-9BCB-414402B81CA6-low.gif]


            

            
            	In the ILM Activity section, review the key attributes for ILM evaluations: 
               
                  
                     	Awaiting - All

                     
                     	 The total number of objects awaiting ILM evaluation.

                     
                     	Awaiting - Client

                     
                     	 The total number of objects awaiting ILM evaluation from client operations (for example, ingest).

                     
                     	Scan Rate

                     
                     	 The rate at which objects in the grid are scanned and queued for ILM.

                     
                     	Scan Period - Estimated

                     
                     	The estimated time to complete a full ILM scan of all
                        objects.
                        
                        Note:  A full scan does not guarantee that ILM has been
                           applied to all objects.
                        

                        
                     

                     
                     	Awaiting - Evaluation Rate

                     
                     	 The current rate at which objects are evaluated against the ILM policy in the grid.

                     
                     	Repairs Attempted

                     
                     	The total number of object repair operations for replicated data
                        that have been attempted. This count increments each time an LDR
                        tries to repair a high-risk object. High-risk ILM repairs are
                        prioritized if the grid becomes busy.
                        
                        Note:  The same object repair might increment again if
                           replication failed after the repair.
                        

                        
                     

                     
                  

                  
               

            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Monitoring object verification operations

      
         The StorageGRID Webscale system proactively verifies the integrity of object data on Storage Nodes, checking for both corrupt and lost objects.  
         

         
         
            
               Before you begin

            

            You must be signed in to the Grid Management Interface using a supported browser. 

            
         

         
         
            
               About this task

            

            There are two verification processes: background verification and foreground verification. Background verification runs automatically
               and continuously, checking for corrupt object data. Foreground verification is manually triggered to detect missing objects.
            

            
            The background verification process automatically and continuously checks Storage Nodes to determine if there are corrupt
               copies of replicated object data or corrupt fragments of erasure coded object data. If problems are found, the StorageGRID Webscale system automatically attempts to replace the missing or corrupt object data from copies stored elsewhere in the system. Background
               verification does not run on Archive Nodes.
            

            
            The foreground verification process allows you to manually verify the existence of replicated object data on a Storage Node.
               Foreground verification does not check for missing fragments of erasure coded object data. Like background verification, foreground
               verification can help you in determining if there are integrity problems with a storage device. Missing objects might indicate
               an issue with storage. 
            

            
            The LDR > Verification page enables you to review results  from background and foreground verifications, such as corrupt or missing objects detected.
               You should investigate any instances of corrupt or missing object data immediately, to determine the root cause.
            

            
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	To check the verification results:
                  	To check replicated object data verification, select Storage Node > LDR > Verification > Overview > Main.
[image: ../images/GUID-602EE603-D7AA-49DD-B3EE-1B9D7C15A2FC-low.gif]


                  
                  	To check erasure coded fragment verification, select Storage Node > LDR > Erasure Coding > Overview > Main.
[image: ../images/GUID-8C2C63C3-A53B-47AD-B604-94E15C36B5E0-low.gif]


                  
               

               
               

            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
            StorageGRID Webscale 10.4 Troubleshooting Guide

            
         

         
      

   
      
      
      Monitoring archival capacity

      
         You cannot directly monitor an external archival storage system's capacity through the StorageGRID Webscale system. However, you can monitor whether the Archive Node is still able to send object data to the archival destination,
            which may be an indication that an expansion of archival media is required.
         

         
         
            
               Before you begin

            

            You must be signed in to the Grid Management Interface using a supported browser. 

            
         

         
         
            
               About this task

            
You can monitor the Store component to check if the Archive Node can still send object data to the targeted archival storage
            system. As well, the triggering of  the Store Failures (ARVF) alarm may be an indication that the targeted archival storage
            system has reach capacity and can no longer accept object data. 
         

         
         
            Steps

         

         
            	Select Grid. 

            
            	Select  Archive Node > ARC  > Overview> Main.

            
            	Check the  Store State and Store Status attributes to confirm that the Store component  is Online with No Errors. 
               [image: ../images/GUID-AE2310D9-673C-4B8B-9385-39F38BA9A887-low.gif]An offline Store component or one with errors might indicate that  targeted archival storage system can no longer accept object
                     data because it has reached capacity.
                  

                  
               

            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Monitoring NMS database usage rates

      
         Attribute values are saved to the NMS database. As attribute data is saved to the NMS database, the size of the NMS database
            grows and the amount of free tablespace decreases.
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         In the following example, database rate usage is a steady 0.3 GB/s per day.
[image: ../images/GUID-61C6B574-7CD6-4E16-B488-3BD9E08DC48A-low.gif]


         
         You might notice spikes in the Free Tablespace chart. At regular intervals, raw data and downsampled data is purged from the
            NMS database. This reclaims some tablespace. Note that not all attribute data is purged from the NMS database.
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Monitoring and managing grid tasks

      
         Grid tasks are scripts that implement specific changes to the StorageGRID Webscale system. 
         

         
         You can monitor the grid tasks that run automatically during maintenance procedures; however,  you should not perform any
            of the other manual grid task operations unless you are instructed to do so by technical support or by the specific instructions
            for another procedure.
         

         
      

      
      
         
            More information

         

         
         
            
            	Monitoring grid tasks

               You can monitor grid tasks to ensure that a maintenance procedure is completing successfully.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Monitoring grid tasks

      
         You can monitor grid tasks to ensure that a maintenance procedure is completing successfully.

         
          For example,  when you add grid nodes or a new data center site  in an expansion, you can monitor the  expansion grid tasks.
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         To  view the status of grid tasks,  select  Grid  > primary Admin Node > CMN > Grid Tasks > Overview > Main. 
         

         
         Each grid task goes through three phases:
            
               	Pending: The grid task has been submitted, but not started yet.
               

               
               	Active: The grid task has been started. 
                  An active grid task can be either actively running or temporarily paused. If a grid task's status changes to Error, the task
                     is continuously retried until it completes or it is  aborted.
                  

                  
                  Grid tasks might report an error when a grid node becomes unavailable (lost connection or crash) or when another grid task
                     is running. When the issue causing the error is resolved, grid tasks with a status of Error automatically start running again.
                  

                  
               

               
               	Historical: The grid task has been submitted, but is no longer active. 
                  The Historical  phase includes grid tasks that completed successfully, have been canceled or aborted, or have failed.

                  
               

               
            

            
            
            
               				
                  
                     	
                        	Attribute
                        		
                        	Description
                        	
                     

                     
                  
                  
                  
                     	
                        	Task ID
                        		
                        	Unique identifier assigned when the task is created.
                        	
                     

                     
                     
                        	Description
                        
                        	
                           Brief description of the grid task’s purpose.

                           
                           A description can include a revision number, which is used to determine the order in which grid tasks have been created and
                              must be run. If you are running grid tasks manually for some reason, you should always run the earliest generated grid task
                              first.
                           

                           
                        
                        
                     

                     
                     
                        	Valid From
                        
                        	
                           For pending tasks, the date from which the grid task is valid and can be run.

                           
                           The grid task fails if it is submitted before this date.

                           
                        
                        
                     

                     
                     
                        	Valid To
                        
                        	
                           For pending tasks, the date until which the grid task is valid and can be run.

                           
                           The grid task fails if it is submitted after this date.

                           
                        
                        
                     

                     
                     
                        	Start Time
                        
                        	Date and time when the grid task was started.
                        
                     

                     
                     
                        	Duration
                        
                        	Amount of time since the grid task was started.
                        
                     

                     
                     
                        	Stage
                        
                        	Description of the current stage of the active grid task.
                        
                     

                     
                     
                        	% Complete
                        
                        	Progress indicator for the current stage of the active grid task.
                        
                     

                     
                     
                        	Status-Active grid tasks
                        
                        	
                           
                              	Starting

                              
                              	Running

                              
                              	Pausing

                              
                              	Paused: The grid task was paused, either  automatically or by the user.

                              
                              	Error: An error has been encountered.  User action might be required. Grid task retries until successful or aborted.

                              
                              	Aborting

                              
                              	Abort Paused: Grid task failed to be aborted and is paused in error.

                              
                              	Retrying

                              
                           

                           
                        
                        
                     

                     
                     
                        	Status-Historical grid tasks
                        
                        	
                           
                              	Successful: The grid task completed normally.

                              
                              	Aborted: The grid task did not complete normally and had to be aborted.

                              
                              	 Rollback Failed: The grid task did not complete normally and failed to be aborted.

                              
                              	Cancelled: The grid task was cancelled before being started.

                              
                              	Expired: The grid task expired before completing.

                              
                              	Invalid: The grid task was not valid.

                              
                              	Unauthorized: The grid task failed authorization.

                              
                              	Duplicate: The grid task was a duplicate.

                              
                           

                           
                        
                        
                     

                     
                     
                        	Message
                        
                        	Information about the current status of the active grid task.
                        
                     

                     
                     
                        	Completion time
                        
                        	For Historical tasks, the date and time on which the grid task completed (or when it expired or was cancelled or aborted).
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Administrator Guide

            
         

         
      

   
      
      
      Monitoring the Total Events alarm

      
         When the Total Events alarm is raised, monitor the situation and act accordingly.

         
         
            
            
               
                  
                     
                        	Category
                        
                        	Code
                        
                        	Service
                        
                        	Notes
                        
                     

                     
                  
                  
                  
                     
                        	Total events
                        
                        	SMTT
                        
                        	SSM
                        
                        	The total number of logged error or fault events (Total Events SMTT) includes errors such as network errors. Unless these
                           errors have been cleared (that is, the count has been reset to 0), total events alarms can be triggered.
                           
                           Note: This alarm is safe to ignore only if the events that triggered the alarm have been investigated.
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            For more information about alarms, see the Troubleshooting Guide.
         

         
      

      
      
         
         
            
         

         
         Related information

            
            StorageGRID Webscale 10.4 Troubleshooting Guide

            
         

         
      

   
      
      
      Chapter 5. Glossary
      

      
         

         
         
            	ACL

            
            	 Access control list. Specifies which users or groups of users are allowed to access an object and what operations are permitted,
               for example, read, write, and execute.
            

            
            	active-backup mode

            
            	 A method for bonding two physical ports together for redundancy.

            
            	 ADC service

            
            	 Administrative Domain Controller. The ADC service maintains topology information, provides authentication services, and responds
               to queries from the LDR, CMN, and CLB services. The ADC service is present on each of the first three Storage Nodes installed
               at a site.
            

            
            	ADE

            
            	 Asynchronous Distributed Environment. Proprietary development environment used as a framework for services within the StorageGRID Webscale system.
            

            
            	Admin Node

            
            	 The Admin Node provides services for the web interface, system configuration, and audit logs. See also, primary Admin Node.
            

            
            	Amazon S3

            
            	 Proprietary web service from Amazon for the storage and retrieval of data.

            
            	AMS service

            
            	 Audit Management System. The AMS service monitors and logs all audited system events and transactions to a text log file.
               The AMS service is present on the Admin Node.
            

            
            	API Gateway Node

            
            	 An API Gateway Node provides load balancing functionality to the StorageGRID Webscale system and is used to distribute the workload when multiple client applications are performing ingest and retrieval operations.
               API Gateway Nodes include a Connection Load Balancer (CLB)  service.
            

            
            	ARC service

            
            	 Archive. The ARC service provides the management interface with which you configure connections to external archival storage
               such as the cloud through an S3 interface or tape through TSM middleware. The ARC service is present on the Archive Node.
            

            
            	Archive Node

            
            	 The Archive Node manages the archiving of object data to an external archival storage system.

            
            	atom

            
            	 Atoms are the lowest level component of the container data structure, and generally encode a single piece of information.

            
            	audit message

            
            	 Information about an event occurring in the StorageGRID Webscale system that is captured and logged to a file.
            

            
            	Base64

            
            	 A standardized data encoding algorithm that enables 8-bit data to be converted into a format that uses a smaller character
               set, enabling it to safely pass through legacy systems that can process only basic (low order) ASCII text excluding control
               characters. See RFC 2045 for more details.
            

            
            	bundle

            
            	 A structured collection of configuration information used internally by various components of the StorageGRID Webscale system. Bundles are structured in container format.
            

            
            	Cassandra

            
            	 An open-source database that is scalable and distributed, provides high availability, and handles large amounts of data across
               multiple servers.
            

            
            	CBID

            
            	Content Block Identifier. A unique internal identifier of a piece of content within the StorageGRID Webscale system.
            

            
            	CDMI

            
            	Cloud Data Management Interface. An industry-standard defined by SNIA that includes a RESTful interface for object storage.
               For more information, see www.snia.org/cdmi.
            

            
            	CIDR

            
            	Classless Inter‐Domain Routing. A notation used to compactly describe a subnet mask used to define a range of IP addresses.
               In CIDR notation, the subnet mask is expressed as an IP address in dotted decimal notation, followed by a slash and the number
               of bits in the subnet. For example, 192.0.2.0/24.
            

            
            	CLB service

            
            	Connection Load Balancer. The CLB service provides a gateway into the StorageGRID Webscale system for client applications connecting through HTTP. The CLB service is part of the API Gateway Node.
            

            
            	Cloud Data Management Interface

            
            	See CDMI.
            

            
            	CMN service

            
            	Configuration Management Node. The CMN service manages system‐wide configurations and grid tasks. The CMN service is present
               on the primary Admin Node.
            

            
            	CMS service

            
            	Content Management System. The CMS service carries out the operations of the active ILM policy’s ILM rules, determining how
               object data is protected over time. The CMS service is present on the Storage Node.
            

            
            	command

            
            	In HTTP, an instruction in the request header such as GET, HEAD, DELETE, OPTIONS, POST, or PUT. Also known as an HTTP method.

            
            	container

            
            	Created when an object is split into segments. A container object lists the header information for all segments of the split
               object and is used by the LDR service to assemble the segmented object when it is retrieved by a client application.
            

            
            	content block ID

            
            	See CBID.
            

            
            	content handle

            
            	See UUID.
            

            
            	CSTR

            
            	Null‐terminated, variable-length string.

            
            	DC

            
            	Data Center site.

            
            	DDS service

            
            	Distributed Data Store. The DDS service interfaces with the distributed key-value store and manages object metadata. It distributes
               metadata copies to multiple instances of the distributed key-value store so that metadata is always protected against loss.
            

            
            	distributed key value store

            
            	Data storage and retrieval that unlike a traditional relational database manages data across grid nodes.

            
            	DNS

            
            	Domain Name System.

            
            	enablement layer

            
            	Used during installation to customize the Linux operating system installed on each grid node. Only the packages needed to
               support the services hosted on the grid node are retained, which minimizes the overall footprint occupied by the operating
               system and maximizes the security of each grid node.
            

            
            	Fibre Channel

            
            	A networking technology primarily used for storage.

            
            	Grid ID signed text block

            
            	A Base64 encoded block of cryptographically signed data that contains the grid ID. See also, provisioning.
            

            
            	grid node

            
            	The basic software building block for the StorageGRID Webscale system, for example, Admin Node or Storage Node. Each grid node type consists of a set of services that perform a specialized
               set of tasks.
            

            
            	grid task

            
            	System-wide scripts used to trigger various actions that implement specific changes to the StorageGRID Webscale system. For example, most maintenance and expansion procedures involve running grid tasks. Grid tasks are typically long-term
               operations that span many entities within the StorageGRID Webscale system. See also, Task Signed Text Block.
            

            
            	ILM

            
            	Information Lifecycle Management. A process of managing content storage location and duration based on content value, cost
               of storage, performance access, regulatory compliance, and other factors. See also, Admin Node and storage pool.
            

            
            	LACP

            
            	Link Aggregation Control Protocol. A method for bundling two or more physical ports together to form a single logical channel.

            
            	LAN

            
            	Local Area Network. A network of interconnected computers that is restricted to a small area, such as a building or campus.
               A LAN can be considered a node to the Internet or other wide area network. 
            

            
            	latency

            
            	Time duration for processing a transaction or transmitting a unit of data from end to end. When evaluating system performance,
               both throughput and latency need to be considered. See also, throughput.
            

            
            	LDR service

            
            	Local Distribution Router. The LDR service manages the storage and transfer of content within the StorageGRID Webscale system. The LDR service is present on the Storage Node.
            

            
            	LUN

            
            	See object store.
            

            
            	mDNS

            
            	Multicast Domain Name System. A system for resolving IP addresses in a small network where no DNS server has been installed.

            
            	metadata

            
            	Information related to or describing an object stored in the StorageGRID Webscale system; for example, ingest time.
            

            
            	MLAG

            
            	Multi-Chassis Link Aggregation Group. A   type of link aggregation group that uses two (and sometimes more) switches to provide
               redundancy in case one of the switches fails.
            

            
            	MTU

            
            	Maximum transmission unit. The largest size packet or frame that can be sent in any transmission.

            
            	namespace

            
            	A set whose elements are unique names. There is no guarantee that a name in one namespace is not repeated in a different namespace.

            
            	nearline

            
            	A term describing data storage that is neither "online" (implying that it is instantly available, like spinning disk) nor "offline" (which can include offsite storage media). An example of a nearline data storage location is a tape that is loaded in a tape
               library, but is not mounted.
            

            
            	NFS

            
            	Network File System. A protocol (developed by SUN Microsystems) that enables access to network files as if they were on local
               disks.
            

            
            	NMS service

            
            	Network Management System. The NMS service provides a web-based interface for managing and monitoring the StorageGRID Webscale system. The NMS service is present on the Admin Node. See also,  Admin Node.
            

            
            	node ID

            
            	An identification number assigned to a service within the StorageGRID Webscale system. Each service (such as an NMS service or ADC service) must have a unique node ID. The number is set during system
               configuration and tied to authentication certificates.
            

            
            	NTP

            
            	Network Time Protocol. A protocol used to synchronize distributed clocks over a variable latency network, such as the Internet.

            
            	object

            
            	An artificial construct used to describe a system that divides content into data and metadata.

            
            	object segmentation

            
            	A StorageGRID Webscale process that splits a large object into a collection of small objects (segments) and creates a segment container to track
               the collection. The segment container contains the UUID for the collection of small objects as well as the header information
               for each small object in the collection. All of the small objects in the collection are the same size. See also, segment container.
            

            
            	object storage

            
            	An approach to storing data where the data is accessed by unique identifiers and not by a user-defined hierarchy of directories
               and files. Each object has both data (for example, a picture) and metadata (for example, the date the picture was taken).
               Object storage operations  act on entire objects as opposed to reading and writing bytes as is commonly done with files, and
               provided via APIs or HTTP instead of NAS (CIFS/NFS) or block protocols (iSCSI/ FC/FCOE).
            

            
            	object store

            
            	A configured file system on a disk volume. The configuration includes a specific directory structure and resources initialized
               at system installation.
            

            
            	OID

            
            	Object Identifier. The unique identifier of an object.

            
            	primary Admin Node

            
            	Admin Node that hosts the CMN service. Each StorageGRID Webscale system has only one primary Admin Node. See also, Admin Node.
            

            
            	provisioning

            
            	The process of generating a new or updated Recovery Package and GPT repository. See also, SAID.
            

            
            	quorum

            
            	A simple majority: 50% + 1. Some system functionality requires a quorum of the total number of a particular service type.

            
            	Recovery Package

            
            	 
               A .zip file containing deployment-specific files and software needed to install, expand, upgrade, and maintain a StorageGRID Webscale system. The package also contains system-specific configuration and integration information, including server hostnames and
                  IP addresses, and highly confidential passwords needed during system maintenance, upgrade, and expansion. See also, SAID. 
               

               
            

            
            	SAID

            
            	Software Activation and Integration Data. The component in the Recovery Package that includes  the Passwords.txt file.
            

            
            	SATA

            
            	Serial Advanced Technology Attachment. A connection technology used to connect server and storage devices.

            
            	SCSI

            
            	Small Computer System Interface. A connection technology used to connect servers and peripheral devices, such as storage systems.

            
            	segment container

            
            	An object created by the StorageGRID Webscale system during the segmentation process. Object segmentation splits a large object into a collection of small objects (segments)
               and creates a segment container to track the collection. A segment container contains the UUID for the collection of segmented
               objects as well as the header information for each segment in the collection. When assembled, the collection of segments creates
               the original object. See also, object segmentation.
            

            
            	server

            
            	Used when specifically referring to hardware. Might also refer to a virtual machine.

            
            	service

            
            	A unit of the StorageGRID Webscale system, such as the ADC service, NMS service, or SSM service. Each service performs unique tasks critical to the normal operations
               of a StorageGRID Webscale system.
            

            
            	SQL

            
            	Structured Query Language. An industry-standard interface language for managing relational databases. An SQL database is one
               that supports the SQL interface.
            

            
            	ssh

            
            	Secure Shell. A UNIX shell program and supporting protocols used to log in to a remote computer and run commands over an authenticated
               and encrypted channel.
            

            
            	SSL

            
            	Secure Socket Layer. The original cryptographic protocol used to enable secure communications over the Internet. See also,
               TLS.
            

            
            	SSM service

            
            	Server Status Monitor. A component of the StorageGRID Webscale software that monitors hardware conditions and reports to the NMS service. Every grid node runs an instance of the SSM service.
            

            
            	Storage Node

            
            	The Storage Node provides storage capacity and services to store, move, verify, and retrieve objects stored on disks.

            
            	storage pool

            
            	The element of an ILM rule that determines the location where an object is stored.

            
            	storage volume

            
            	See object store

            
            	StorageGRID

            
            	A registered trademark of NetApp, Inc., used for an object storage grid architecture and software system.

            
            	Task Signed Text Block

            
            	A Base64 encoded block of cryptographically signed data that provides the set of instructions that define a grid task.

            
            	TCP/IP

            
            	Transmission Control Protocol/Internet Protocol. A process of encapsulating and transmitting packet data over a network. It
               includes positive acknowledgment of transmissions.
            

            
            	throughput

            
            	The amount of data that can be transmitted or the number of transactions that can be processed by a system or subsystem in
               a given period of time. See also, latency.
            

            
            	Tivoli Storage Manager

            
            	IBM storage middleware product that manages storage and retrieval of data from removable storage resources.

            
            	TLS

            
            	Transport Layer Security. A cryptographic protocol used to enable secure communications over the Internet. See RFC 2246 for
               more details.
            

            
            	transfer syntax

            
            	The parameters, such as the byte order and compression method, needed to exchange data between systems.

            
            	URI

            
            	Universal Resource Identifier. A generic set of all names or addresses used to refer to resources that can be served from
               a computer system. These addresses are represented as short text strings.
            

            
            	UTC

            
            	A language-independent international abbreviation, UTC is neither English nor French. It means both “Coordinated Universal
               Time” and “Temps Universel Coordonné.” UTC refers to the standard time common to every place in the world.
            

            
            	UUID

            
            	Universally Unique Identifier. Unique identifier for each piece of content in the StorageGRID Webscale system. UUIDs provide client applications with a content handle that permits them to access content in a way that does not
               interfere with the StorageGRID Webscale system’s management of that same content. A 128-bit number that is  guaranteed to be unique. See RFC 4122 for more details.
            

            
            	virtual machine (VM)

            
            	A software platform that enables the installation of an operating system and software, substituting for a physical server
               and permitting the sharing of physical server resources among several virtual servers.
            

            
            	VLAN

            
            	Virtual local area network (or virtual LAN). A group of devices that are located on different LAN segments but are configured
               to communicate as if they were attached to the same network switch.
            

            
            	WAN

            
            	Wide area network. A network of interconnected computers that covers a large geographic area, such as a country.

            
            	XFS

            
            	
               A scalable, high-performance journaled file system originally developed by Silicon Graphics.

               
            

            
            	XML

            
            	Extensible Markup Language. A text format for the extensible representation of structured information; classified by type
               and managed like a database. XML has the advantages of being verifiable, human readable, and easily interchangeable between
               different systems.
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. Overview: NMS (DC1-ADM1) - Database

Updated: 2017.04.06 16:38:32 MDT

Configuration

Database Type MariaDB

Database Version 5.5.53.0+debButlog
Database Engine: InnoDB.
Tablespace

Allocated Tablespace 107 GB

Free Tablespace- 107 GB
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Overview: CMN (Primary-Admin-178) - Grid Tasks

Updsted: 20170321 17:30.38 EDT

Pending Tasks 7 <]
Active Tasks 1 =]
Aborted Tasks 0 =]
Failed Tasks 0

Completed Tasks 0

Status No Error

Pending

TaskiD  Description Valid From Valid To

3987113653 Rev 02 Grid Expansion: Add Server DC2-ADM1-184  2017-03-2117:27:21 EDT  2017-09-23 17:27:21 EDT
4293141982 Rev 02 Grid Expansion: Add Server DC2-ARCT-189  2017-03-2117:27:21 EDT  2017-09-23 17:27:21 EDT
4249606217 Rev 02 Grid Expansion: Add Server DC2-51-185 2017-032117:27:21 EDT  2017-09-23 17:27:21 EDT
1074102604 Rev 02: Grid Expansion: Add Sever DC2-52-186 2017-032117:27:21 EDT  2017-09-23 17:27:21 EDT
1062159991 Rev 02: Grid Expansion: Add Server DC2-53-167 2017-03-2117:27:21 EDT  2017-09-23 17:27:21 EDT
2331475217 Rev 02 Grid Expansion: Add Server DC2-54-188 2017-032117:27:21 EDT  2017-09-23 17:27:21 EDT
1830699864 Rev 02: Cassandra Site Expansion, Site: DC2 20170321 17:27:21 EDT  2017-09-23 17:27:21 EDT
Active

TaskiD  Description Start Time. Duration Stage % Complete Status Message
226520441 Rev 02: Grid Expansion: Initial 20170321 17:30:35EDT 2ms  NA 0%  ERunning & @ NA
Historical

TaskID. Description Start Time. Completion Time Status
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Processor # Vendor

Type

Speed  Cache

1 Genuinelntel Intel(R) Xeon(R) CPU X5670 @ 2.93GHz 293GHz  12MB

2 Genuinelntel Intel(R) Xeon(R) CPU X5670 @ 2.93GHz 293GHz  12MB
CPU Load 0% ]

CPU /0 Blocking: 0203% =]

CPU Load Average: 1.02 =)
Service Health

Senice Memory Accounting: 12.1M8 ]
Senice Memory Usage 483MB =]
Senice Memory Usage (Percent): 1163 % =)
Seniice Threads 4 ]
Senice Processes: 4 =]
Average Wait Time 21us =]
Average Blocking: 611us =]
Worst-Case Blocking 617ms =]

Peak Message Queue Size: 7 =)
Open File Descriptors: 19 =26
Volumes

Mount Point Device Status. Size  Space Available Total Entries Entries Available  Wiite Cache

1 sdal Online =) & 106GB 68GB T & 655,360 564,473 9 © Unavailable =
arflocal sda3 Online =) & 71.9GB 67.3GB T ©) 4456448 4454310 T & Unavailable =
Warllocal/mysql_ibdata sdb1 Online =) & 21.3GB 1.78GB T & 655,360 665,348 9 © Unavailable =
Iarflocalirangedb/0 sdc  Online =) & 107GB 107GB T € 104,857,600 104,856,652 T @& Enabled =
arflocalirangedb/1 sdd  Online =) ® 53.4GB 534GB T @ 52428800 52427,936 19 @ Enabled =
arflocalirangedbi2 sde Online =) & 53.4GB 534GB T @ 52428800 52427,936 T @ Enabled =
arflocal/rangedb/3 sdf  Online =) ® 534GB 534GB 1 @ 52428800 52427,929 [ @ Enabled =
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Text Results for Services: Load - System Logging
2010-07-16 15:56:29 POT To 2010-07-19 1556:38 POT

Time Received ‘Sample Time Value
2010-07-19 15:58:09 2010-07-19 15:56:09 0.016%
2010-07-19 15:56:06 2010-07-19 15:56:06 0.024%
2010-07-19 15:54:02 2010-07-19 16:54:02 0033%
2010-07-19 15:52:00 2010-07-19 15:52:00 0018%
2010-07-19 15:49:57 2010-07-19 16:4957 0.008%
2010-07-19 15:47:54 2010-07-19 15:47:54 0.024%
2010-07-19 15:45:50 2010-07-19 15:45:50 0.016%
2010-07-19 15:43:47 2010-07-19 16:43.47 0.024%
2010-07-19 15:41:43 2010-07-19 16:41:43 0032%
2010-07-19 15:39:40 2010-07-19 15:39:40 0.024%
2010-07-19 16:37:37 2010-07-19 16:37:37 0.008%
2010-07-19 15:36:34 2010-07-19 16:3534 0018%
2010-07-19 15:33:31 2010-07-19 16:3331 0.024%
2010-07-19 15:31:27 2010-07-1 16:31:27 0.032%
2010-07-19 15:29:24 2010-07-19 16:29:24. 0032%
2010-07-19 15:27:21 2010-07-19 16:27:21 0.049%
2010-07-19 16:25:18 2010-07-1 15:25:18 0.024%
2010-07-19 15:21:12 2010-07-1 16:21:12 0018%
2010-07-19 16:18:09 2010-07-19 15:19:09 0.008%

2010-07-19 16:17:07 2010-07-13 16:47:07 0018%
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Text Results for Attribute Send to Relay Rate
2010-07-11 16:02:46 PDT To 2010-07-18 16:02:45 POT

Aggregate Time
2010-07-19 15:59:52
2010-07-19 15:53:52
2010-07-19 15:49:52
2010-07-19 15:43:52
2010-07-19 15:39:52
2010-07-19 15:33:52
2010-07-19 15:29:52
2010-07-19 16:23:52
2010-07-19 16:17:52
2010-07-19 15:13:52

Average Value
0271072196 Messagesis
0275585378 Messages/s
0279315709 Messagesis

028181323 Messagesis
0284233141 Messagesis
0325752083 Messagesls
0278531507 essagesis
0281437642 Messagesls
0261563307 Messagesis
0265159147 Messages/s

Minimum Value
0286649743 Messagesis
0266562352 Messages/s
0233318712 Messagesis
0241651024 Messagesis
0249982001 Messagesis
0266641993 Messages/s
0274984766 Messagesis
0274981961 Messagesls
0258318006 Messagesis
0258318557 Messages/s

Maximum Value
0274983464 Messagesis
0283302736 Messagesls
0333313579 Messagesis
0374976601 Messagesis
0324971987 Messagesls
0358306197 Messages/s
0283320999 Messagesis
0291577735 Messagesls
0286655767 Messagesis

0.26663986 Messages/s
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Grid ID: 000 000
OID: 2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path: Site/170-176/SSMEvents

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 0842:09 PDT

Query End Date: 2010-07-20 0842:09 PDT

Time Received,Time Received (Epoch), Sample Time Sample Time (Epoch), Vaiue Type

2010-07-20 08:40:46,1279640446559000,2010-07-20 08:4046,1279640446537209,0.274981485 Messages/s,U
2010-07-20 08:38:46,1279640326561000,2010-07-20 08:38:46,1279640326529124,0.274989 Messages/s,U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s.U
2010-07-20 08:34:46,1279640086340000,2010-07-20 08:34:46,1279640086517645.0.274982493 Messages's.U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages's.U
2010-07-20 08:30:46,1279639846361000,2010-07-20 08:3046,1279639846501672,0.308315369 Messages's.U
2010-07-20 08:28:46,1279639726527000,2010-07-20 08:28:46,1279639726494673,0.291657509 Messages's.U
2010-07-20 08:26:46,1279639606526000,2010-07-20 08:26:46,1279639606490890.0.266627739 Messages's.U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0.258318523 Messages/s.U
2010-07-20 08:22:46,1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages's.U
2010-07-20 08:20:46,1279639246469000,2010-07-20 08:2046,1279639246460346,0.283253871 Messages/s.U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669.0.274982804 Messages's.U
2010-07-20 08:16:46,1279639006437000,2010-07-20 08:16:46,1279639006419168.0.283315503 Messages/s.U
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VYIADD HHEIESS

Atrbuts: | Atribute Send to Relay Rate ¥ ResutsperPage: |5 v| | startpate: [2010/07/19 08:42:09
Quick Query: | Custom Query [Update ] Raw pata: End Date: (201007720 08:42.09
Text Results for Attribute Send to Relay Rate
2010-07-19 08:42.08 POT To 2010-07-20 06:42:09 POT

1-501254 i’
“Time Received Sample Time Value
2010-07-20084046  2010-07-2006:40:46 0274981485 Messagesis
2000720083846 2010-07:2006:3846 0274989 Messagesis
2010-07-200836:46  2010-07-2008:36:46 0283317543 Messagesis
2010070083446 2010-07-20 083446 0.274982493 Messagesis

2010-07-20 08:32:46

2010-07-20 08:32:46

0.291646426 Messagesis.

2345 » Next
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