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      Chapter 1. OnCommand Cloud Manager overview

      
         OnCommand Cloud Manager enables you to deploy ONTAP Cloud systems, which provide enterprise-class features for your cloud storage, and to easily replicate data across hybrid clouds
            built on NetApp.
         

         
         When you set up Cloud Manager in standard Amazon Web Services (AWS) regions, you can choose between two management views: the Storage System View and the Volume View. The Storage System View is the default view for Microsoft Azure and the AWS GovCloud (US) region.
         

         
         
            Storage System View

            You can use Cloud Manager in this view to have full control of ONTAP Cloud systems:
            

            
            
               	Configure and launch ONTAP Cloud instances in AWS and in Azure
               

               
               	Provision NFS and CIFS storage

               
               	Replicate data across a hybrid cloud and multi-cloud environment: between on-premises ONTAP clusters, ONTAP Cloud systems, and NetApp Private Storage for Cloud configurations
               

               
               	Manage ONTAP Cloud systems as needed, which includes capacity allocation decisions, simplified upgrades, cost monitoring, and several other
                  tasks
               

               
            

            
         

         
         
            Volume View

            The Volume View enables you to simply specify the NFS volumes that you need in AWS and then Cloud Manager handles the rest: it deploys ONTAP Cloud systems as needed and it makes capacity allocation decisions as volumes grow. This view gives you the benefits of enterprise-class
               storage in the cloud with very little storage management.
            

            
         

         
         
            Where to deploy Cloud Manager

            Cloud Manager can run in the cloud or in your network—it just needs a connection to the networks in which you want to deploy ONTAP Cloud systems.
            

            
            The following image shows Cloud Manager running in AWS and managing ONTAP Cloud systems in AWS and Azure. It also shows data replication across a hybrid cloud.
            

            
            [image: Shows the components that Cloud Manager can manage in Amazon Web Services: a Cloud ONTAP instance serving EBS storage to EC2 compute and a NetApp Private Storage configuration serving data to EC2 compute.]

            
         

         
      

      
      
         Related information

            
            Learning about Cloud Manager and ONTAP Cloud: How Cloud Manager works

            
         

         
      

   
      
      
      Chapter 2. ONTAP Cloud for AWS overview

      
         ONTAP Cloud for Amazon Web Services (AWS) is a software-only storage appliance that runs the ONTAP data management software in the cloud.
            Building your cloud environment on ONTAP Cloud provides enterprise-class features for your cloud storage and gives you a universal storage platform that enables you to
            easily replicate data across your hybrid cloud.
         

         
         
            What ONTAP Cloud provides
            

            ONTAP Cloud manages Amazon Elastic Block Store (EBS) volumes with the NetApp ONTAP software, which provides enterprise-class features:
            

            
            
               	High availability (HA)

               
               	Multiprotocol support (NFS, CIFS, and iSCSI)

               
               	Data protection (NetApp Snapshot copies, SnapMirror technology, and SnapVault technology)
               

               
               	Storage efficiency (thin provisioning, data deduplication, and data compression)

               
               	Data-at-rest encryption using encryption keys that are stored on key managers under your control

               
            

            
            Note: The licenses for these features are included with ONTAP Cloud.
            

            
         

         
         
            How you deploy ONTAP Cloud in AWS
            

            You must use OnCommand Cloud Manager to launch ONTAP Cloud as an EC2 instance in AWS. Cloud Manager purchases the EBS volumes that ONTAP Cloud uses as back-end storage.
            

            
         

         
         
            ONTAP Cloud configurations
            

            ONTAP Cloud is available in two pricing options: pay-as-you-go and Bring Your Own License (BYOL). For pay-as-you-go, you can choose from
               three configurations: Explore, Standard, or Premium. For both pricing options, you can launch a single system or an HA pair.
            

            
            
            
               
                  
                     
                        	 
                        
                        	 Explore 
                        
                        	 Standard 
                        
                        	 Premium 
                        
                        	 BYOL
                        
                     

                     
                  
                  
                  
                     
                        	EC2 instance types for single node systems
                        
                        	
                           
                              	m3.xlarge 

                              
                              	m4.xlarge

                              
                           

                           
                        
                        
                        	
                           
                              	c4.2xlarge

                              
                              	m3.2xlarge 

                              
                              	m4.2xlarge

                              
                              	r3.xlarge

                              
                              	r4.xlarge

                              
                           

                           
                        
                        
                        	
                           
                              	c4.4xlarge

                              
                              	c4.8xlarge

                              
                              	r3.2xlarge

                              
                              	r4.2xlarge

                              
                           

                           
                        
                        
                        	
                           
                              	c4.2xlarge

                              
                              	c4.4xlarge

                              
                              	c4.8xlarge

                              
                              	m3.xlarge 

                              
                              	m3.2xlarge 

                              
                              	m4.xlarge

                              
                              	m4.2xlarge

                              
                              	r3.xlarge

                              
                              	r3.2xlarge
                                 
                              

                              
                              	r4.xlarge

                              
                              	r4.2xlarge

                              
                           

                           
                        
                        
                     

                     
                     
                        	EC2 instance types for HA pairs
                        
                        	m4.xlarge
                        
                        	
                           
                              	c4.2xlarge

                              
                              	m4.2xlarge

                              
                              	r3.xlarge

                              
                              	r4.xlarge

                              
                           

                           
                        
                        
                        	
                           
                              	c4.4xlarge

                              
                              	c4.8xlarge

                              
                              	r3.2xlarge

                              
                              	r4.2xlarge

                              
                           

                           
                        
                        
                        	
                           
                              	c4.2xlarge

                              
                              	c4.4xlarge

                              
                              	c4.8xlarge

                              
                              	m4.xlarge

                              
                              	m4.2xlarge

                              
                              	r3.xlarge

                              
                              	r3.2xlarge
                                 
                              

                              
                              	r4.xlarge

                              
                              	r4.2xlarge

                              
                           

                           
                        
                        
                     

                     
                     
                        	EBS raw capacity limit
                        
                        	2 TB
                        
                        	10 TB
                        
                        	
                           
                              	368 TB for single node systems

                              
                              	360 TB per node in an HA pair

                              
                           

                           
                        
                        
                     

                     
                     
                        	Term
                        
                        	Hourly
                        
                        	6 or 12 months
                        
                     

                     
                  
                  
               

               
            

            
            Notes:

            
            
               	Pay-as-you-go configurations are not supported in GovCloud (US).

               
               	ONTAP Cloud encryption is not supported with M3 instances.
               

               
               	When you choose an EC2 instance type, you can specify whether it is a shared instance or a dedicated instance.

               
               	For AWS region support, see the NetApp Interoperability Matrix Tool.
               

               
            

            
         

         
      

      
      
         Related information

            
            Learning about Cloud Manager and ONTAP Cloud: How ONTAP Cloud works

            
         

         
      

   
      
      
      Chapter 3. ONTAP Cloud for Microsoft Azure overview

      
         ONTAP Cloud for Microsoft Azure is a software-only storage appliance that runs the ONTAP data management software in the cloud. Building
            your cloud environment on ONTAP Cloud provides enterprise-class features for your cloud storage and gives you a universal storage platform that enables you to
            easily replicate data across your hybrid cloud.
         

         
         
            What ONTAP Cloud provides
            

            ONTAP Cloud manages Azure storage with the NetApp ONTAP software, which provides enterprise-class features:
            

            
            
               	Multiprotocol support (NFS, CIFS, and iSCSI)

               
               	Data protection (NetApp Snapshot copies, SnapMirror technology, and SnapVault technology)
               

               
               	Storage efficiency (thin provisioning, data deduplication, and data compression)

               
            

            
            Note: The licenses for these features are included with ONTAP Cloud.
            

            
            Note: ONTAP Cloud-managed encryption is not supported in Azure. However, ONTAP Cloud supports Azure Storage Service Encryption for data at rest.
            

            
         

         
         
            How you deploy ONTAP Cloud in Azure
            

            You must use OnCommand Cloud Manager to deploy ONTAP Cloud as a virtual machine in Azure. Cloud Manager purchases the Azure storage that ONTAP Cloud uses as back-end storage.
            

            
         

         
         
            ONTAP Cloud configurations
            

            ONTAP Cloud is available in two pricing options: pay-as-you-go and Bring Your Own License (BYOL). For pay-as-you-go, you can choose from
               three configurations: Explore, Standard, or Premium. For both pricing options, you can launch a single node only.
            

            
            
            
               
                  
                     
                        	 
                        
                        	 Explore
                        
                        	 Standard
                        
                        	Premium
                        
                        	 BYOL
                        
                     

                     
                  
                  
                  
                     
                        	Virtual machine types
                        
                        	DS3 and DS3_v2
                        
                        	
                           
                              	DS4 and DS4_v2

                              
                              	DS13 and DS13_v2

                              
                           

                           
                        
                        
                        	
                           
                              	 DS5_v2

                              
                              	DS14 and DS14_v2

                              
                           

                           
                        
                        
                        	
                           
                              	DS3 and DS3_v2

                              
                              	DS4 and DS4_v2

                              
                              	 DS5_v2

                              
                              	DS13 and DS13_v2

                              
                              	DS14 and DS14_v2

                              
                           

                           
                        
                        
                     

                     
                     
                        	Raw capacity limit
                        
                        	2 TB
                        
                        	10 TB
                        
                        	31 TB
                        
                        	31 TB
                        
                     

                     
                     
                        	Supported protocols
                        
                        	NFS and CIFS
                        
                        	NFS, CIFS, and iSCSI
                        
                        	NFS, CIFS, and iSCSI
                        
                        	NFS, CIFS, and iSCSI
                        
                     

                     
                     
                        	Term
                        
                        	Hourly
                        
                        	Hourly
                        
                        	Hourly
                        
                        	2 or 12 months
                        
                     

                     
                  
                  
               

               
            

            
            Notes:

            
            
               	iSCSI is not supported with DS3 and DS3_v2.

               
               	The actual maximum capacity may be less because of virtual machine limits: 7 TB for DS3, 15 TB for DS4 and DS13, and 31 TB
                  for DS5 and DS14.
               

               
               	For Azure region support, see the NetApp Interoperability Matrix Tool.
               

               
            

            
         

         
      

      
      
         Related information

            
            Learning about Cloud Manager and ONTAP Cloud: How ONTAP Cloud works

            
         

         
      

   
      
      
      Chapter 4. How Cloud Manager works
      

      
         You might want to learn how Cloud Manager works so that you can better understand how you can manage ONTAP Cloud systems.
         

         
      

      
      
         
            More information

         

         
         
            
            	How the Storage System View works

               The Storage System View gives you full control of your ONTAP Cloud systems, while also offering simplified storage provisioning, automated capacity management, data replication using drag
               and drop, and more.
            

            
            	How the Volume View works

               The Volume View simplifies storage management in AWS: you specify the NFS volume that you need and Cloud Manager creates ONTAP Cloud systems and makes storage capacity decisions as volumes grow.
            

            
            	How Cloud Manager is configured on Linux hosts

               If you need to troubleshoot Cloud Manager or your Linux host, it might help to know how Cloud Manager is configured on the host.
            

            
            	Cloud Manager REST APIs

               Cloud Manager includes REST APIs that enable software developers to automate the management of NetApp storage in the cloud. There is an API for every action that is available from the user interface.
            

            
         

         
      

   
      
      
      How the Storage System View works
      

      
         The Storage System View gives you full control of your ONTAP Cloud systems, while also offering simplified storage provisioning, automated capacity management, data replication using drag
            and drop, and more.
         

         
      

      
      
         
            More information

         

         
         
            
            	How you can organize users and storage across tenants

               Cloud Manager enables you to provision and manage storage in isolated groups called tenants. You need to decide how to organize Cloud Manager users and their working environments across tenants.
            

            
            	How you can provision storage in Cloud Manager

               Cloud Manager makes storage provisioning for ONTAP Cloud easy by purchasing disks  and managing aggregates for you. You simply need to create volumes. You can use an  advanced allocation
               option to provision aggregates yourself, if desired.
            

            
            	How Cloud Manager helps with capacity decisions

               The Cloud Manager Admin can choose whether Cloud Manager notifies you of storage capacity decisions or whether Cloud Manager automatically manages capacity requirements for you. It might help for you to understand how these modes work.
            

            
            	Why you should link a tenant to your NetApp Support Site account

               Cloud Manager prompts you to enter NetApp Support Site credentials for a tenant because it uses the credentials to manage licenses for ONTAP Cloud BYOL systems, to register pay-as-you-go instances for support, and to upgrade ONTAP Cloud software.
            

            
         

         
         
         
            
         

         
      

   
      
      
      How you can organize users and storage across tenants

      
         Cloud Manager enables you to provision and manage storage in isolated groups called tenants. You need to decide how to organize Cloud Manager users and their working environments across tenants.
         

         
         
            Working environments

            Cloud Manager represents storage systems as working environments. A working environment is any of the following:
            

            
            
               	A single ONTAP Cloud system or an HA pair
               

               
               	An on-premises ONTAP cluster in your network

               
               	An ONTAP cluster in a NetApp Private Storage configuration
               

               
            

            
            The following image shows an ONTAP Cloud working environment:
            

            
            [image: Screen shot: a Cloud ONTAP working environment, which shows Cloud ONTAP storage and the EC2 instances in the VPC.]

            
         

         
         
            Tenants

            A tenant isolates working environments in groups. You create one or more working environments within a tenant. The following image
               shows three tenants defined in Cloud Manager:
            

            
            [image: Screen shot: the Tenants page, which shows three defined tenants.]

            
         

         
         
            User management of tenants and working environments

            The tenants and working environments that Cloud Manager users can manage depend on user role and assignments. The three distinct user roles are as follows:
            

            
            
               	Cloud Manager Admin: Administers the product and has access to all tenants and working environments.
               

               
               	Tenant Admin: Administers a single tenant. Can create and manage all working environments and users in the tenant.
               

               
               	Working Environment Admin: Administers one or more working environments in a tenant.
               

               
            

            
            You assign Tenant Admins and Working Environment Admins to a specific tenant when creating the user accounts. You can also
               assign Working Environment Admins to specific working environments, if the tenant has preexisting working environments. Working
               Environment Admins can also create their own working environments.
            

            
         

         
         
            Example of how you might create tenants and users

            If your organization has departments that operate independently, it is best to have a tenant for each department. For example,
               you might create three tenants for three separate departments. You would then create a Tenant Admin for each tenant. Within
               each tenant would be one or more Working Environment Admins who manage working environments. The following image depicts this
               scenario:
            

            
            [image: This illustration shows a Cloud Manager Admin, three Tenant Admins, and three tenants that include several working environments and the working environment admins who manage them.]

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            Updating and administering Cloud Manager: Managing Cloud Manager user accounts

            
            Getting up and running: Creating tenants

            
         

         
      

   
      
      
      How you can provision storage in Cloud Manager

      
         Cloud Manager makes storage provisioning for ONTAP Cloud easy by purchasing disks  and managing aggregates for you. You simply need to create volumes. You can use an  advanced allocation
            option to provision aggregates yourself, if desired.
         

         
         
            How Cloud Manager provisions storage using the simple provisioning option
            
Aggregates provide cloud storage to ONTAP Cloud volumes. Cloud Manager creates aggregates for you when you launch an instance, and when you provision additional volumes by clicking the new volume
            icon [image: Screen shot: Shows the create new volume icon.]. 
            When you create a volume, Cloud Manager does one of three things:
            

            
            
               	It places the volume on an existing aggregate that has sufficient free space.

               
               	It places the volume on an existing aggregate by purchasing more disks for that aggregate.

               
               	It purchases disks for a new aggregate and places the volume on that aggregate.

               
            

            
            Cloud Manager determines where to place a new volume by looking at several factors: an aggregate's maximum size, whether thin provisioning
               is enabled, an aggregate's free space threshold (10 percent by default), and an aggregate's overcommitment threshold (500
               percent by default). 
               Note: The Cloud Manager Admin can modify these thresholds.
                  Updating and administering Cloud Manager: Modifying aggregate capacity thresholds

                  
               

               
            

            
            The size of the volume that you can create largely depends on whether you enable thin provisioning. For example, if you create
               a volume using the Highest Performance usage profile, which does not enable thin provisioning, the maximum size for the volume
               is approximately 1.51 TB. This is because 12 to 14 percent of the new aggregate's capacity is reserved for overhead and 10
               percent is reserved for free space. If you want to create a larger volume, you either need to choose a profile that enables
               thin provisioning, or you need to create an aggregate yourself, which enables you to add up to six disks in an aggregate and
               use disks larger than 500 GB.
            

            
         

         
         
            How you can provision storage using the advanced allocation option

            Rather than let Cloud Manager manage aggregates for you, you can do it yourself. From the Advanced allocation page, you can create new aggregates that contain up to six disks, add disks to an existing aggregate, and create volumes
               in specific aggregates.
            

            
            The benefit in managing aggregates yourself is that you can choose an underlying disk size that is different from the default
               size. Note that all disks in an aggregate must be the same size.
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            Deploying and managing ONTAP Cloud systems: Provisioning storage

            
         

         
      

   
      
      
      How Cloud Manager helps with capacity decisions
      

      
         The Cloud Manager Admin can choose whether Cloud Manager notifies you of storage capacity decisions or whether Cloud Manager automatically manages capacity requirements for you. It might help for you to understand how these modes work.
         

         
         
            Automatic capacity management

            If the Cloud Manager Admin set the Capacity Management Mode to automatic, Cloud Manager automatically purchases new disks for ONTAP Cloud instances when more capacity is needed, deletes unused collections of disks (aggregates), and moves volumes between aggregates,
               as needed.
            

            
            The following examples illustrate how this mode works:

            
            
               	If an aggregate with 5 or fewer disks reaches the capacity threshold, Cloud Manager automatically purchases new disks for that aggregate so volumes can continue to grow.
               

               
               	If an aggregate with 6 disks reaches the capacity threshold, Cloud Manager automatically moves a volume from that aggregate to an aggregate with available capacity or to a new aggregate.
                  Note that free space is now available on the original aggregate. Existing volumes or new volumes can use that space. The space
                     cannot be returned to AWS or Azure in this scenario.
                  

                  
               

               
               	If an aggregate contains no volumes for more than 12 hours, Cloud Manager deletes it.
               

               
            

            
         

         
         
            Manual capacity management

            If the Cloud Manager Admin set the Capacity Management Mode to manual, Cloud Manager displays Action Required messages when capacity decisions must be made. The same examples described in the automation mode apply to the manual mode,
               but it is up to you to accept the actions.
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            Updating and administering Cloud Manager: Choosing how storage capacity decisions are made

            
         

         
      

   
      
      
      Why you should link a tenant to your NetApp Support Site account
      

      
         Cloud Manager prompts you to enter NetApp Support Site credentials for a tenant because it uses the credentials to manage licenses for ONTAP Cloud BYOL systems, to register pay-as-you-go instances for support, and to upgrade ONTAP Cloud software.
         

         
         
            License management for BYOL systems

            Linking a tenant to your NetApp Support Site account is required if you plan to launch BYOL instances in a tenant. Cloud Manager uses your account to obtain license files from NetApp and installs them on ONTAP Cloud BYOL systems. The NetApp Support Site account must be authorized to access the serial numbers of the ONTAP Cloud BYOL systems in the tenant.
            

            
         

         
         
            Support registration for pay-as-you-go instances

            While entering an account is not required to launch pay-as-you-go instances, it is highly recommended because Cloud Manager automatically registers new pay-as-you-go instances for support.
            

            
         

         
         
            Software upgrades

            Entering a NetApp Support Site account also enables ONTAP Cloud software upgrades directly from Cloud Manager for both pay-as-you-go and BYOL instances.
            

            
         

         
         
            NetApp Support Site account requirements
            

            Each NetApp Support Site account that you link to a tenant must be a NetApp customer-level account (not a guest or temp account). For the AWS GovCloud (US) region, the NetApp Support Site account must be a secure account. If you do not have an account, you can create one from the NetApp Support Site.
            

            
            NetApp Support

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            Getting up and running: Creating tenants

            
            Learning about Cloud Manager and ONTAP Cloud: How licensing works for ONTAP Cloud BYOL

            
         

         
      

   
      
      
      How the Volume View works
      

      
         The Volume View simplifies storage management in AWS: you specify the NFS volume that you need and Cloud Manager creates ONTAP Cloud systems and makes storage capacity decisions as volumes grow.
         

         
         The following image shows how you interact with Cloud Manager in the Volume View:
         

         
         [image: This is a conceptual image of how the Volume View works. There are four callouts. The number 1 points to volumes. The number 2 points to Cloud ONTAP storage systems and the underlying EBS storage. Number 3 points to volumes available to hosts. Number 4 points to Cloud ONTAP systems and the underlying storage.]

         
         
            	You create NFS volumes.

            
            	Cloud Manager launches ONTAP Cloud instances in AWS for new volumes or it creates volumes on existing instances.  It also purchases physical EBS storage for
               the volumes.
            

            
            	You make the volumes available to your hosts and applications.

            
            	Cloud Manager makes capacity allocation decisions as your volumes grow.
            

            
         

         
         This means that you simply need to interact with volumes (the box on the left), while Cloud Manager interacts with the storage system and its underlying storage (the box on the right).
         

         
      

      
      
         
            More information

         

         
         
            
            	How Cloud Manager allocates cloud resources

               Cloud Manager allocates cloud resources for you when you create volumes using the Volume View. You should understand how Cloud Manager allocates resources to set cost expectations.
            

            
            	How licenses impact capacity and allocation of AWS resources

               When you use Cloud Manager in the Volume View, it might prompt you to change an underlying AWS resource to increase available capacity. That underlying AWS resource is
               an ONTAP Cloud instance. You might want to know more about ONTAP Cloud licenses to understand how they impact available capacity and allocation of AWS resources.
            

            
         

         
         
         
            
         

         
      

   
      
      
      How Cloud Manager allocates cloud resources
      

      
         Cloud Manager allocates cloud resources for you when you create volumes using the Volume View. You should understand how Cloud Manager allocates resources to set cost expectations.
         

         
         
            Allocation of cloud resources for the initial volume

            When you create your first volume, Cloud Manager launches an ONTAP Cloud instance or an ONTAP Cloud HA pair in AWS and purchases Amazon EBS storage for the volume:
            

            
            [image: This conceptual image shows the AWS resources that Cloud Manager creates for the initial volume: a Cloud ONTAP instance that has an instance type of m4.xlarge or m4.2xlarge and one to four one terabyte EBS encrypted disks.]

            
            The size of the initial volume determines the EC2 instance type and the number of EBS disks.

            
         

         
         
            Allocation of cloud resources for additional volumes

            When you create additional volumes, Cloud Manager creates the volumes on existing ONTAP Cloud instances or on new ONTAP Cloud instances. Cloud Manager     can create a volume on an existing instance if the instance's AWS location and disk type match the requested volume,
               and if there is enough space.
            

            
            If Cloud Manager creates a volume on an existing instance, it purchases the required EBS storage, which can be 1 TB or larger disks, depending
               on the requested volume size.
            

            
            If Cloud Manager creates a volume on a new instance, it purchases one to six 1 TB EBS disks, just like it did for the initial volume.
            

            
         

         
         
             NetApp storage efficiency features and storage costs
            

            Cloud Manager automatically enables NetApp storage efficiency features on all volumes. These efficiencies can reduce the total amount of storage that you need:
            

            
            
               	Thin provisioning

               
               	 Presents more logical storage to hosts or users than you actually have in your physical storage pool. Instead of preallocating
                  storage space, storage space is allocated dynamically to each volume as data is written.
               

               
               	Deduplication

               
               	Improves efficiency by locating identical blocks of data and replacing them with references to a single shared block. This
                  technique reduces storage capacity requirements by eliminating redundant blocks of data that reside in the same volume.
               

               
               	Compression

               
               	Reduces the physical capacity required to store data by compressing data within a volume on primary, secondary, and archive
                  storage.
               

               
            

            
            With these features enabled, you might see a difference between your allocated capacity and the purchased AWS capacity, which
               can result in storage cost savings.
            

            
         

         
         
            Capacity allocation decisions that Cloud Manager automatically handles
            

            
               	Cloud Manager purchases additional EBS disks as capacity thresholds are exceeded. 
                  This happens as your volumes grow.

                  
               

               
               	Cloud Manager deletes unused sets of EBS disks if the disks contain no volumes for 12 hours.
               

               
               	Cloud Manager moves volumes between sets of disks to avoid capacity issues.
                   In some cases, this requires purchasing additional EBS disks. It also frees space on the original set of disks for new and
                     existing volumes.
                  

                  
               

               
            

            
         

         
         
            Actions that require your approval

            
               	Cloud Manager prompts you for approval if it needs to upgrade to an ONTAP Cloud license that supports a higher EBS raw capacity limit. 
                  You are prompted because it requires a reboot, during which I/O is interrupted.

                  
               

               
               	Cloud Manager prompts you to delete ONTAP Cloud instances that contain no volumes.
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      How licenses impact capacity and allocation of AWS resources

      
         When you use Cloud Manager in the Volume View, it might prompt you to change an underlying AWS resource to increase available capacity. That underlying AWS resource is
            an ONTAP Cloud instance. You might want to know more about ONTAP Cloud licenses to understand how they impact available capacity and allocation of AWS resources.
         

         
         ONTAP Cloud is available in three pay-as-you-go configurations: Explore, Standard, and Premium. When you use Cloud Manager in the Volume View, upgrading an ONTAP Cloud license affects the EC2 instance type and EBS raw capacity limit:
         

         
         
         
            
               
                  
                     	License
                     
                     	EC2 instance type
                     
                     	EBS raw capacity limit
                     
                  

                  
               
               
               
                  
                     	Explore
                     
                     	m4.xlarge
                        
                     
                     
                     	2 TB
                     
                  

                  
                  
                     	Standard
                     
                     	c4.2xlarge
                     
                     	10 TB
                     
                  

                  
                  
                     	Premium
                     
                     	r3.2xlarge
                     
                     	 
                        
                           	368 TB for single node systems

                           
                           	360 TB per node in an HA pair

                           
                        

                        
                     
                     
                  

                  
               
               
            

            
         

         
         When Cloud Manager launches an ONTAP Cloud system, it launches an Explore or Standard instance, depending on the initial volume size. As the volumes in those instances
            grow, Cloud Manager might prompt you to make an AWS instance change which means it needs to upgrade the instance's license to Standard or Premium.
            Upgrading increases the EBS raw capacity limit, which allows your volumes to grow.
         

         
         Upgrading licenses also impacts the maximum size of the volumes that you can create. For example, you can create a volume
            up to 34.3 TB for an ONTAP Cloud Standard instance or a 137.5 TB volume for an ONTAP Cloud Premium instance.
         

         
         Note: Cloud Manager does not launch ONTAP Cloud BYOL instances in the Volume View. You should use Cloud Manager in the  Storage System View if you purchased an ONTAP Cloud license.
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      How Cloud Manager is configured on Linux hosts
      

      
         If you need to troubleshoot Cloud Manager or your Linux host, it might help to know how Cloud Manager is configured on the host.
         

         
         
            
               	If you deployed Cloud Manager from the AWS Marketplace or from the Azure Marketplace, note the following:
                  
                     	In AWS, the user name for the EC2 Linux instance is ec2-user.

                     
                     	In AWS, the operating system for the Cloud Manager AMI is Red Hat Enterprise Linux 7.2 (HVM).
                     

                     
                     	In Azure, the operating system for the Cloud Manager virtual machine image is  Red Hat Enterprise Linux 7.1.
                     

                     
                     	For both AWS and Azure, the operating system does not include a GUI. You must use a terminal to access the system.

                     
                  

                  
               

               
               	The Cloud Manager installation folder resides in the following location:
                  /opt/application/netapp/cloudmanager

                  
               

               
               	Log files are contained in the following folder:
                  /opt/application/netapp/cloudmanager/log

                  
               

               
               	The Cloud Manager service is named occm.
               

               
               	The occm service is dependent on the MySQL service.
                  If the MySQL service is down, then the occm service is down too.

                  
               

               
               	Cloud Manager installs the following packages on the Linux host, if they are not already installed:
                  
                     	7Zip

                     
                     	AWSCLI

                     
                     	Java

                     
                     	MySQL

                     
                     	Wget

                     
                  

                  
               

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Cloud Manager REST APIs
      

      
         Cloud Manager includes REST APIs that enable software developers to automate the management of NetApp storage in the cloud. There is an API for every action that is available from the user interface.
         

         
         Cloud Manager provides interactive API documentation using the Swagger interface. A link to the API documentation is available in the lower-right
            corner of the console:
            [image: Screen shot: Shows the API documentation link that is available from the lower-right hand corner of the Cloud Manager web console.]

            
            You can also find an overview, examples, and an API reference in the OnCommand Cloud Manager 3.2 API Developer Guide.
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Chapter 5. How ONTAP Cloud works
      

      
         You might want to understand how ONTAP Cloud works so that you can better understand your costs and how to administer the system.
         

         
         

         
      

      
      
         
            More information

         

         
         
            
            	How ONTAP Cloud is configured by default

               Understanding how ONTAP Cloud is configured by default can help you set up and administer your systems, especially if you are familiar with ONTAP because
               the default setup for ONTAP Cloud is different than ONTAP.
            

            
            	How ONTAP Cloud uses cloud storage

               Cloud Manager makes storage provisioning easy by purchasing the AWS and Azure storage that you need to provision volumes for ONTAP Cloud. Knowing how ONTAP Cloud uses cloud storage can help you understand your storage costs.
            

            
            	ONTAP Cloud HA for AWS

               An ONTAP Cloud high availability (HA) configuration provides nondisruptive operations and fault tolerance in AWS.
            

            
            	How licensing works for ONTAP Cloud BYOL

               Starting with ONTAP Cloud 9.0, each ONTAP Cloud  BYOL system must have a license installed with an active subscription. If an active license is not installed, the ONTAP Cloud system shuts itself down after 30 days. Cloud Manager simplifies the process by managing licenses for you and by notifying you before they expire.
            

            
            	Ways to encrypt ONTAP Cloud data in AWS

               You can choose whether to encrypt data on ONTAP Cloud systems in AWS when you create a new working environment. If data encryption is needed, you can choose between ONTAP Cloud encryption and Amazon EBS encryption.
            

            
            	How ONTAP Cloud encryption works

               Understanding how ONTAP Cloud encryption works can help you set up and use the feature.
            

            
         

         
      

   
      
      
      How ONTAP Cloud is configured by default
      

      
         Understanding how ONTAP Cloud is configured by default can help you set up and administer your systems, especially if you are familiar with ONTAP because
            the default setup for ONTAP Cloud is different than ONTAP.
         

         
         
            	ONTAP Cloud is available as a single system in AWS and Microsoft Azure, and as an HA pair in AWS.
            

            
            	Each ONTAP Cloud system supports a single Storage Virtual Machine (SVM). Cloud Manager creates this SVM when it launches an instance.
               Note: Although you can create another SVM from System Manager or the CLI, using multiple SVMs is not supported.
               

               
            

            
            	Several network interfaces are created by default:
               
                  	A cluster management LIF

                  
                  	An intercluster LIF

                  
                  	A node management LIF

                  
                  	An iSCSI data LIF

                  
                  	A CIFS and NFS data LIF

                  
               

               
               Note: LIF failover is disabled by default for ONTAP Cloud due to EC2 requirements. Migrating a LIF to a different port breaks the external mapping between IP addresses and network
                  interfaces on the instance, making the LIF inaccessible.
               

               
            

            
            	ONTAP Cloud sends configuration backups to Cloud Manager using HTTPS.
               When logged in to Cloud Manager, the backups are accessible from https://ipaddress/occm/offboxconfig/

               
            

            
            	Cloud Manager sets a few volume attributes differently than other management tools (System Manager or the CLI, for example).
            

            
         

         
         The following table lists the volume attributes that Cloud Manager sets differently from the defaults:
         

         
         
         
            
               
                  
                     	Attribute
                     
                     	Value set by Cloud Manager
                     
                  

                  
               
               
               
                  
                     	Autosize mode
                     
                     	grow
                     
                  

                  
                  
                     	Maximum autosize
                     
                     	1,000 percent
                        Note: The Cloud Manager Admin can modify this value from the Settings page.
                        

                        
                     
                     
                  

                  
                  
                     	Security style
                     
                     	NTFS for CIFS volumes
                        UNIX for NFS volumes

                        
                     
                     
                  

                  
                  
                     	Space guarantee style
                     
                     	none
                     
                  

                  
                  
                     	UNIX permissions (NFS only)
                     
                     	777
                     
                  

                  
               
               
            

            
         

         
         See the volume create man page for information about these attributes.
         

         
      

      
      
         
         
            
         

         
         Related information

            
            NetApp Data ONTAP Operating System

            
         

         
      

   
      
      
      How ONTAP Cloud uses cloud storage
      

      
         Cloud Manager makes storage provisioning easy by purchasing the AWS and Azure storage that you need to provision volumes for ONTAP Cloud. Knowing how ONTAP Cloud uses cloud storage can help you understand your storage costs.
         

         
         
            ONTAP Cloud user data
            

            ONTAP Cloud uses AWS and Azure volumes as back-end storage. It sees these volumes as disks and groups them into one or more aggregates.
               Aggregates, which can include up to six disks, provide storage to one or more ONTAP Cloud volumes.
            

            
             In AWS, the underlying disk type can be either General Purpose SSD, Throughput Optimized HDD, or Cold HDD. In Azure, the
               disk type can be either Standard Storage (HDD) or Premium Storage (SSD). You choose the disk type and the default disk size
               when you launch  an ONTAP Cloud instance.
            

            
            Note: Cold HDD disks are not supported with ONTAP Cloud HA configurations.
            

            
            The following graphic shows the relationship between cloud storage and ONTAP Cloud:
            

            
            [image: This illustration shows an aggregate that is comprised of EBS disks, and the data volumes that Cloud ONTAP makes available to hosts.]

            
            When you launch an ONTAP Cloud instance, Cloud Manager purchases one to six disks. The number of disks depends on the size of the ONTAP Cloud volume that you create. If you do not create a volume when you launch an instance, Cloud Manager purchases one disk.
            

            
            Note: The total amount of storage purchased from AWS or Azure is the raw capacity. The usable capacity is less because approximately 12 to 14 percent is overhead that is reserved for ONTAP Cloud use. For example, if Cloud Manager creates a 500 GB aggregate, the usable capacity is 442.94 GB.
            

            
         

         
         
            ONTAP Cloud boot and root data for AWS
            

            In addition to the storage for user data, Cloud Manager also purchases the following AWS storage for each ONTAP Cloud system:
            

            
            
               	One Provisioned IOPS SSD disk for ONTAP Cloud boot data, which is approximately 45 GB and 1,250 PIOPS
               

               
               	One General Purpose SSD disk for ONTAP Cloud root data, which is approximately 140 GB
               

               
               	One EBS snapshot for each boot disk and root disk

               
            

            
            Note: In an HA pair, both ONTAP Cloud nodes replicate its root disk to the partner node.
            

            
         

         
         
            ONTAP Cloud boot and root data for Azure
            

            In addition to the storage for user data, Cloud Manager also purchases the following Azure storage for each ONTAP Cloud system:
            

            
            
               	One Premium Storage SSD disk for ONTAP Cloud boot data, which is approximately 73 GB
               

               
               	One Premium Storage SSD disk for ONTAP Cloud root data, which is approximately 140 GB
               

               
               	One Azure snapshot for each boot disk and root disk

               
            

            
         

         
         
            Where the disks reside

            Cloud Manager lays out the storage from AWS and Azure as follows:
            

            
            
               	Boot data resides on a disk attached to the EC2 instance or Azure virtual machine. 
                  This disk, which contains the boot image, is not available to ONTAP Cloud.
                  

                  
               

               
               	Root data, which contains the system configuration and logs, resides in aggr0.

               
               	The Storage Virtual Machine (SVM) root volume resides in aggr1.
               

               
               	Data volumes also reside in aggr1.

               
            

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      ONTAP Cloud HA for AWS
      

      
         An ONTAP Cloud high availability (HA) configuration provides nondisruptive operations and fault tolerance in AWS.
         

         
         
            HA components

            ONTAP Cloud HA configurations include the following components:
            

            
            
               	Two ONTAP Cloud systems (nodes) whose data is synchronously mirrored between each other.
               

               
               	A mediator instance that provides a communication channel between the nodes to assist in storage takeover and giveback processes.
                  Note: The mediator instance runs the Linux operating system on a t2.micro instance and uses one EBS magnetic disk that is approximately
                     8 GB.
                  

                  
               

               
            

            
         

         
         
            Storage takeover and giveback

            If a node goes down, the other node can serve data for its partner to provide continued data service. Clients can access the
               same data from the partner node because the data was synchronously mirrored to the partner.
            

            
            After the node reboots, the partner must resync data before it can return the storage. The time that it takes to resync data
               depends on how much data was changed while the node was down.
            

            
         

         
         
            RPO and RTO

            An ONTAP Cloud HA configuration maintains high availability of your data as follows:
            

            
            
               	The recovery point objective (RPO) is 0 seconds.
                  Your data is transactionally consistent with no data loss.

                  
               

               
               	The recovery time objective (RTO) is 60 seconds.
                  In the event of an outage, data should be available in 60 seconds or less.

                  
               

               
            

            
         

         
         
            HA deployment models

            You can ensure the high availability of your data by deploying an ONTAP Cloud HA configuration across multiple Availability Zones (AZs) or in a single AZ.
            

            
            You should review more details about each configuration to choose which best fits your needs.

            
         

         
      

      
      
         
            More information

         

         
         
            
            	Overview of ONTAP Cloud HA in multiple Availability Zones

               Deploying an ONTAP Cloud HA configuration in multiple Availability Zones (AZs) ensures high availability of your data if a failure occurs with an AZ or an instance
               that runs an ONTAP Cloud node. You should understand how NAS IP addresses impact data access and storage failover.
            

            
            	Overview of ONTAP Cloud HA in a single Availability Zone

               Deploying an ONTAP Cloud HA configuration in a single Availability Zone (AZ) can ensure high availability of your data if an instance that runs an
               ONTAP Cloud node fails. All data is natively accessible from outside of the VPC.
            

            
            	How storage works in an ONTAP Cloud HA pair

               Unlike an ONTAP cluster, storage in an ONTAP Cloud HA pair is not shared between nodes. Instead, data is synchronously mirrored between the nodes so that the data is available in the
               event of failure.
            

            
         

         
         
         
            
         

         
      

   
      
      
      Overview of ONTAP Cloud HA in multiple Availability Zones
      

      
         Deploying an ONTAP Cloud HA configuration in multiple Availability Zones (AZs) ensures high availability of your data if a failure occurs with an AZ or an instance
            that runs an ONTAP Cloud node. You should understand how NAS IP addresses impact data access and storage failover.
         

         
         
            NFS and CIFS data access for clients within the VPC

            When an ONTAP Cloud HA configuration is spread across multiple Availability Zones, three floating IP addresses are required for NAS data access from within the
               VPC. The floating IP addresses, which must be outside of the CIDR blocks for all VPCs in the region, can migrate between nodes
               when failures occur.
            

            
            These floating IP addresses  are not natively accessible to clients that are outside of the VPC.

            
            You should review requirements for floating IP addresses and route tables before you deploy an HA configuration across multiple Availability Zones. You must specify the floating IP addresses when you deploy the configuration.
            

            
            Getting up and running: AWS networking requirements for ONTAP Cloud HA in multiple AZs

            
         

         
         
            NFS and CIFS data access for clients outside the VPC

            When deployed in multiple AZs, ONTAP Cloud HA includes a separate set of IP addresses for NAS clients that are outside of the VPC. These IP addresses are static—they
               cannot migrate between nodes.
            

            
         

         
         
            iSCSI data access

            Cross-VPC data communication is not an issue since iSCSI does not use floating IP addresses.

            
         

         
         
            Storage takeover and giveback for iSCSI

            For iSCSI, ONTAP Cloud uses multipath I/O (MPIO) and Asymmetric Logical Unit Access (ALUA) to manage path failover between the active-optimized
               and non-optimized paths.
               Note: For information about which specific host configurations support ALUA, see the NetApp Interoperability Matrix Tool and the Host Utilities Installation and Setup Guide for your host operating system.
               

               
            

            
         

         
         
            Storage takeover and giveback for NAS

            When takeover occurs in a NAS configuration using floating IPs, the node's floating IP address that clients use to access data moves to the other node. The following image depicts
               storage takeover in a NAS configuration using floating IPs. If node 2 goes down, the floating IP address for node 2 moves
               to node 1.
            

            
            [image: Conceptual image showing storage takeover in an ONTAP Cloud HA pair: the floating IP addresses from node 1 move to node 2.]

            
            NAS data IPs used for external VPC access cannot migrate between nodes if failures occur. If a node goes offline, you must
               manually remount volumes to clients outside the VPC by using the IP address on the other node.
            

            
            After the failed node comes back online, remount clients to volumes using the original IP address. This step is needed to
               avoid transferring unnecessary data between two HA nodes, which can cause significant performance and stability impact.
            

            
            You can easily identify the correct IP address from Cloud Manager by selecting the volume and clicking Mount Command.
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            Deploying and managing ONTAP Cloud systems: Deploying and setting up ONTAP Cloud systems

            
         

         
      

   
      
      
      Overview of ONTAP Cloud HA in a single Availability Zone
      

      
         Deploying an ONTAP Cloud HA configuration in a single Availability Zone (AZ) can ensure high availability of your data if an instance that runs an
            ONTAP Cloud node fails. All data is natively accessible from outside of the VPC.
         

         
         Note: This HA configuration is not supported in the Volume View.
         

         
         
            Data access

            Because this configuration is in a single AZ, it does not require floating IP addresses. You can use the same IP address for
               data access from within the VPC and from outside the VPC.
            

            
            The following image shows an HA configuration in a single AZ. Data is accessible from within the VPC and from outside the
               VPC.
            

            
            [image: Conceptual image that shows an ONTAP HA configuration in a single Availability Zone that allows data acess from outside of the VPC.]

            
         

         
         
            Storage takeover and giveback

            For iSCSI, ONTAP Cloud uses multipath I/O (MPIO) and Asymmetric Logical Unit Access (ALUA) to manage path failover between the active-optimized
               and non-optimized paths.
               Note: For information about which specific host configurations support ALUA, see the NetApp Interoperability Matrix Tool and the Host Utilities Installation and Setup Guide for your host operating system.
               

               
            

            
            For NAS configurations, the data IP addresses can migrate between HA nodes if failures occur. This ensures client access to
               storage.
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            Deploying and managing ONTAP Cloud systems: Deploying and setting up ONTAP Cloud systems

            
         

         
      

   
      
      
      How storage works in an ONTAP Cloud HA pair

      
         Unlike an ONTAP cluster, storage in an ONTAP Cloud HA pair is not shared between nodes. Instead, data is synchronously mirrored between the nodes so that the data is available in the
            event of failure.
         

         
         
            Storage allocation

            When you create a new volume and additional disks are required, Cloud Manager allocates the same number of disks to both nodes, creates a mirrored aggregate, and then creates the new volume. For example,
               if two disks are required for the volume, Cloud Manager allocates two disks per node for a total of four disks.
            

            
         

         
         
            Storage configurations

            You can use an ONTAP Cloud HA pair as an active-active configuration, in which both nodes serve data to clients, or as an active-passive configuration, in which the passive node responds to data requests only if it has taken over storage for the active node.
            

            
            Note: You can set up an active-active configuration only when using Cloud Manager in the Storage System View.
            

            
         

         
         
            Performance expectations for an ONTAP Cloud HA configuration

            An ONTAP Cloud HA configuration synchronously replicates data between nodes, which consumes network bandwidth. As a result, you can expect the following
               performance in comparison to a single-node ONTAP Cloud configuration:
            

            
            
               	For HA configurations that serve data from only one node, read performance is comparable to the read performance of a single-node configuration,
                  whereas write performance is lower.
               

               
               	For HA configurations that serve data from both nodes, read performance is higher than the read performance of a single-node configuration, and
                  write performance is the same or higher.
               

               
            

            
            NetApp Technical Report 4383: Performance Characterization of ONTAP Cloud with Application Workloads

            
         

         
         
            Client access to storage

            Clients should access NFS and CIFS volumes by using the data IP address of the node on which the volume resides. If NAS clients
               access a volume  by using the IP address of the partner node, traffic goes between both nodes, which reduces performance.
            

            
            Important: If you move a volume between nodes in an HA pair, you should remount the volume by using the IP address of the other node. Otherwise, you can experience reduced performance.
               If clients support NFSv4 referrals or folder redirection for CIFS, you can enable those features on the ONTAP Cloud systems to avoid remounting the volume. For details, see ONTAP documentation.
            

            
            You can easily identify the correct IP address from Cloud Manager.
            

            
            The following image shows the Storage System View:
            

            
            [image: Screen shot: Shows the Mount Command which is available when you select an ONTAP Cloud volume.]

            
            The following image shows the Volume View:
            

            
            [image: Screen shot: Shows the menu options for a volume, which includes the Mount option.]

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            NetApp Documentation: ONTAP 9

            
         

         
      

   
      
      
      How licensing works for ONTAP Cloud BYOL
      

      
         Starting with ONTAP Cloud 9.0, each ONTAP Cloud  BYOL system must have a license installed with an active subscription. If an active license is not installed, the ONTAP Cloud system shuts itself down after 30 days. Cloud Manager simplifies the process by managing licenses for you and by notifying you before they expire.
         

         
         Note: If you have an 8.3 system, Cloud Manager warns you before and after your license expires and suspends the instance if you do not renew the license in time. After
            you renew the license by contacting a NetApp representative, Cloud Manager no longer displays a warning and allows you to access the system, if it was suspended.
            NetApp Global Sales and Subscription Contacts

            
         

         
         
            License management for a new system

            A tenant must be linked to a NetApp Support Site account so Cloud Manager can obtain licenses for ONTAP Cloud BYOL systems. If the credentials are not present, Cloud Manager prompts you to enter them when you create a new ONTAP Cloud BYOL working environment.
            

            
            Why you should link a tenant to your NetApp Support Site account

            
            Each time you launch an ONTAP Cloud BYOL system, Cloud Manager automatically downloads the license from NetApp and installs it on the ONTAP Cloud system.
            

            
            If Cloud Manager cannot access the license file over the secure Internet connection, you can obtain the file yourself and then manually upload
               the file to Cloud Manager.
            

            
         

         
         
            License expiration

            Cloud Manager warns you 30 days before a license is due to expire and again when the license expires. The following image shows a 30-day
               expiration warning:
            

            
            [image: Screen shot: Shows a Cloud ONTAP working environment that includes a warning icon. The icon indicates that an action is required.]

            
            You can select the working environment to review the message.

            
            If you do not renew the license in time, the ONTAP Cloud system shuts itself down. If you restart it, it shuts itself down again.
            

            
            Note: ONTAP Cloud can also notify you through email, an SNMP traphost, or syslog server using EMS (Event Management System) event notifications.
               ONTAP 9 EMS Configuration Express Guide 
                     

               
            

            
         

         
         
            License renewal

            When you renew a BYOL subscription by contacting a NetApp representative, Cloud Manager automatically obtains the new license from NetApp and installs it on the ONTAP Cloud system.
            

            
            If Cloud Manager cannot access the license file over the secure Internet connection, you can obtain the file yourself and then manually upload
               the file to Cloud Manager.
            

            
         

         
      

      
      
         
         
            
         

         
         Related information

            
            NetApp Global Sales and Subscription Contacts

            
         

         
      

   
      
      
      Ways to encrypt ONTAP Cloud data in AWS
      

      
         You can choose whether to encrypt data on ONTAP Cloud systems in AWS when you create a new working environment. If data encryption is needed, you can choose between ONTAP Cloud encryption and Amazon EBS encryption.
         

         
         
            ONTAP Cloud encryption
            

            You can protect your data from unauthorized access by using data-at-rest encryption provided by ONTAP Cloud. This optional feature encrypts and decrypts data using encryption keys that are stored on one or more key managers that
               are under your control.
            

            
             Communication with key managers is always secure. ONTAP Cloud connects to key managers using a TLS connection and communicates using the Key Management Interoperability Protocol (KMIP).
            

            
            ONTAP Cloud uses the XTS-AES algorithm, a mode of the Advanced Encryption Standard (AES), to protect data-at-rest. Before data is written
               to disk, it is encrypted using XTS-AES. When data is read from disk, the encrypted data is decrypted using XTS-AES before
               being sent to the requester.
            

            
            If you use the NetApp Storage Encryption feature with a physical FAS system and enable encryption on an ONTAP Cloud system, any data that you replicate between those systems is decrypted before it is replicated and then re-encrypted after
               it is replicated.
            

            
            You must set up a key management infrastructure to use ONTAP Cloud encryption and Cloud Manager must be configured as an intermediate CA.
            

            
            Getting up and running: Key manager requirements for ONTAP Cloud encryption

            
         

         
         
            Amazon EBS encryption using the AWS KMS

            The AWS Key Management Service (KMS) is a managed service that gives you control of encryption keys without having to administer
               a key management infrastructure. If you choose AWS-managed encryption, Cloud Manager requests data keys for encrypted EBS volumes using a customer master key (CMK).
            

            
            AWS Documentation: EBS Encryption

            
            AWS Documentation: What is AWS Key Management Service?

            
            If you want to use this encryption option, then you must ensure that the AWS KMS is set up appropriately.

            
            Getting up and running: AWS Key Management Service requirements

            
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      How ONTAP Cloud encryption works
      

      
         Understanding how ONTAP Cloud encryption works can help you set up and use the feature.
         

         
         The following graphic shows the steps and components involved in the encryption process:

         
         [image: This illustration shows how to set up and use Cloud ONTAP encryption. The following text describes this illustration.]

         
         
            	The  Cloud Manager Admin sets up Cloud Manager as follows:
               
                  	Generates a certificate signing request (CSR), uses it to obtain a signed certificate from a certificate authority (CA), and
                     then installs the signed certificate in Cloud Manager.
                  

                  
                  	Adds details about key managers and key manager CA certificates in Cloud Manager.
                  

                  
               

               
            

            
            	Users launch ONTAP Cloud instances with encryption enabled.
               Cloud Manager sets up ONTAP Cloud by installing the key manager CA certificate, generating and installing a client certificate, configuring the KMIP client,
                  and linking the system to one or more key managers.
               

               
               Note: 
                     	Users can enable encryption only when launching a new instance in AWS; it cannot be enabled afterward.

                     
                     	All data on the system is encrypted, except for the root aggregate, which does not contain user data.

                     
                  

                  
               

               
            

            
            	For each aggregate, ONTAP Cloud generates and sends an encryption key to key managers.
            

            
            	Each time ONTAP Cloud boots, it authenticates with key managers to obtain encryption keys, which are then stored in cache and never displayed in
               cleartext.
               Note: ONTAP Cloud communicates with key managers when it boots and when new aggregates are created. It does not communicate with key managers
                  at any other time.
               

               
            

            
            	Before data is written to disk, it is encrypted using XTS-AES.
               When data is read from disk, the encrypted data is decrypted using XTS-AES before being sent.

               
            

            
         

         
      

      
      
         
            More information

         

         
         
            
            	What happens when you replicate data to and from encrypted systems

               You can replicate encrypted or unencrypted data between ONTAP clusters and ONTAP Cloud systems that are in AWS. When you replicate data from an encrypted system, the data is decrypted before it is replicated.
               Data is encrypted on the destination system if encryption is enabled on that system.
            

            
         

         
         
         
            
         

         
         Related information

            
            Getting up and running: Key manager requirements for ONTAP Cloud encryption

            
         

         
      

   
      
      
      What happens when you replicate data to and from encrypted systems

      
         You can replicate encrypted or unencrypted data between ONTAP clusters and ONTAP Cloud systems that are in AWS. When you replicate data from an encrypted system, the data is decrypted before it is replicated.
            Data is encrypted on the destination system if encryption is enabled on that system.
         

         
         For example, if you use the NetApp Storage Encryption feature with an ONTAP cluster and enable ONTAP Cloud-managed encryption on an ONTAP Cloud system, the data that you replicate between those systems is decrypted before it is replicated and then re-encrypted after
            it is replicated.
         

         
      

      
      
         
         
            
         

         
      

   
      
      
      Chapter 6. ONTAP Cloud performance
      

      
         To identify which workloads are appropriate for ONTAP Cloud, see TR-4383.
         

         
         
            NetApp Technical Report 4383: Performance Characterization of ONTAP Cloud with Application Workloads
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         You can help us to improve the quality of our documentation by sending us your feedback. You can receive automatic notification
            when production-level (GA/FCS) documentation is initially released or important changes are made to existing production-level
            documents.
         

         
         If you have suggestions for improving this document, send us your comments by email. 

         
         doccomments@netapp.com

         
         To help us direct your comments to the correct division, include in the subject line the product name, version, and operating
            system.  
         

         
         If you want to be notified automatically when production-level documentation is released or important changes are made to
            existing production-level documents, follow Twitter account @NetAppDoc.
         

         
         
            You can also contact us in the following ways: 

            
            
               	NetApp, Inc., 495 East Java Drive, Sunnyvale, CA 94089 U.S.

               
               	Telephone: +1 (408) 822-6000 

               
               	Fax: +1 (408) 822-4501 

               
               	Support telephone: +1 (888) 463-8277
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