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Introduction to NetApp storage

NetApp storage systems are hardware- and software-based data storage and retrieval systems. They
respond to network requests from clients and fulfill them by writing data to or retrieving data from
disk arrays. They provide a modular hardware architecture running the Data ONTAP operating
system and WAFL (Write Anywhere File Layout) software.

Data ONTAP is the operating system for all NetApp storage systems. It provides a complete set of
storage management tools through its command-line interface, through System Manager, and through
remote management devices such as the Service Processor (SP) and the Remote LAN Module
(RLM).

For information about all of the models of NetApp storage systems, see the NetApp Products page.

Related information

NetApp Support Site: support.netapp.com

Main components of a storage system

A storage system running Data ONTAP has a main unit, which is the device that receives and sends
data. Depending on the platform, a storage system uses storage on disk shelves, third-party storage,
or both.

The storage system consists of the following main components:

» The storage controller, which is the component of a storage system that runs the Data ONTAP
operating system and controls its disk subsystem
» The disk shelves, which contain disk drives and are attached to a storage system

V-Series systems fulfill client requests from either disk shelves or logical units on the back-end
storage arrays from IBM, Hitachi, HP, EMC, and more. See the /nteroperability Matrix for
information about the storage arrays that V-Series supports.

Related information

NetApp Support Site: support.netapp.com

Internal components of a storage system
The internal components of a storage system enable the system to function.

The following table describes the internal components of a storage system:


http://support.netapp.com/
http://support.netapp.com/
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Component

Description

Controller

The controller is the component that runs the Data ONTAP operating
system and controls its disk subsystem.

System memory

System memory stores information temporarily.

Nonvolatile RAM

Data ONTAP uses nonvolatile memory (NVRAM or NVMEM,

(NVRAM) or depending on the platform) to log network transactions as a data integrity
nonvolatile memory measure. In case of a system or power failure, Data ONTAP uses the
(NVMEM) contents of the nonvolatile memory to restore network data to disk.

Boot device The storage system automatically boots from a Data ONTAP release

stored on the boot device, such as a PC CompactFlash card. The boot
device also stores a backup version of Data ONTAP from which to boot
the storage system in an emergency.

LCD and LEDs

The storage system displays status information on the LCD and LEDs.

Environmental adapter

The environmental adapter performs the following functions:

< Monitors the storage system’s temperature and fans
« Sends critical information to the storage system’s LCD
« Logs information

« Shuts down the storage system if its temperature is beyond a critical
range or the fans cease operating

Remote management
device, such as the
Service Processor (SP)
or the Remote LAN
Module (RLM)

The remote management device provides remote platform management
capabilities for the storage system. It enables remote access to the storage
system console over a network regardless of the operating state of the
storage system. It also monitors and maintains hardware event logs for
the storage system and generates alerts based on system status.

Slots and serial ports of a storage system
The storage system has slots for external connections and serial ports for a console and diagnostic

hardware.

The following table describes the slots and serial ports of a storage system.

Component | Description

slots The storage system contains expansion slots for the following host adapters:

« Network interface cards (NICs)

» Adapters for the disk shelf or tape drive

» Flash Cache family of modules and Performance Acceleration Modules (PAM)
» Nonvolatile memory adapters
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Component | Description

serial ports | The serial ports include the following:

» The console port, which connects the storage system to a serial terminal that you
can use as a console

« The port for remote management or diagnostics, which can be used for Data
ONTAP management activities or connects diagnostic equipment, such as the
environmental monitor unit (EMU) of a storage shelf

For information about how to configure host adapters for your storage system, see the Hardware
Universe (formerly the System Configuration Guide) at support.netapp.com/knowledge/docs/
hardware/NetApp/syscig/index.shtml.

What disk shelves do

Disk shelves collect information about the presence of disks, fan status, power supply status, and
temperature. Disk shelves send messages to the console if parameters exceed permissible operating
conditions.

For detailed information about disk shelves, see the appropriate hardware service guide for your
specific disk shelf.

For detailed information about managing disks, see the Data ONTARP Storage Management Guide for
7-Mode.

For information about disk shelves connected to V-Series systems, see the disk shelf guide.

Third-party storage
On a V-Series system, Data ONTAP provides unified NAS and SAN access to data stored in
heterogeneous Fibre Channel (FC) SAN storage arrays, including storage arrays from IBM, Hitachi
Data Systems, HP, and EMC. Data ONTAP supports multiple storage arrays of the same model or
different models behind one V-Series system.

The Data ONTAP software provides a unified storage software platform that simplifies managing
LUNSs on storage arrays and storage on disk shelves. You can add storage when and where you need
it, without disruption.

For information about supported storage array models, see the /nteroperability Matrix.

For information about setting up a specific storage array to work with Data ONTAP, see the V-Series
Implementation Guide for Third-Party Storage.


http://support.netapp.com/knowledge/docs/hardware/NetApp/syscfg/index.shtml
http://support.netapp.com/knowledge/docs/hardware/NetApp/syscfg/index.shtml
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Components of a Data ONTAP-v storage system

A storage system based on Data ONTAP-v technology is a software-based data storage and retrieval
system.

The software version of a NetApp storage controller executes Data ONTAP within a virtual machine
on a host server. This enables Data ONTAP to run on servers supported by VMware vSphere to
manage storage in virtualized environments.

The virtual storage system includes:

» A storage system main unit and storage disks collocated within a single chassis.

« Data ONTAP software stored on the boot device located on a storage disk.

* Network access to Data ONTAP without the use of dedicated ports.

» The Data ONTAP CLI and System Manager to perform storage management.

e The Data ONTAP-v Administration tool (dvadmin) to perform system management.

The virtual storage system does not include dedicated remote management devices. Management is
done using the network.

Monitoring, troubleshooting, logging, reporting, and collection of environmental and other system
information are performed by the host server.

Key features for Data ONTAP

Data ONTAP provides features for network file service, multiprotocol file and block sharing, data
storage management, data organization management, data access management, data migration
management, data protection system management, and AutoSupport.

Network file services

Data ONTAP enables users on client workstations (or hosts) to create, delete, modify, and access
files or blocks stored on the storage system.

Storage systems can be deployed in network-attached storage (NAS) and storage area network (SAN)
environments for accessing a full range of enterprise data for users on a variety of platforms. Storage
systems can be fabric-attached, network-attached, or direct-attached to their clients. Supported
protocols for NAS are NFS, CIFS, HTTP, and FTP for file access. Supported protocols for SAN
(block) are iSCSI, FC, and FCoE for block-storage access.

Client workstations are connected to the storage system through direct-attached or TCP/IP network-
attached connections, or through FC, fabric-attached connections.

For information about configuring a storage system in a NAS network, see the Data ONTAP
Network Management Guide for 7-Mode.
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For information about configuring a storage system in a SAN fabric, see the Data ONTAP SAN
Administration Guide for 7-Mode.

Multiprotocol file and block sharing
You can use several protocols to access data on the storage system.

You can use the following protocols for sharing files or blocks:

* NFS (Network File System)—used by UNIX systems

» (PC)NFS (Personal Computer NFS)—used by PCs to access NFS

e CIFS (Common Internet File System)—used by Windows clients

e FTP (File Transfer Protocol)—used for file access and retrieval

e HTTP (HyperText Transmission Protocol)—used by the World Wide Web and corporate
intranets

»  WebDAV (Web-based Distributed Authoring and Versioning)—used by HTTP clients for
distributed web content authoring operations

e FC (Fibre Channel)—used for block access in storage area networks

e iSCSI (Internet Small Computer System Interface)—used for block access in storage area
networks

Files written using one protocol are accessible to clients of any protocol, provided that system
licenses and permissions allow it. For example, an NFS client can access a file created by a CIFS
client, and a CIFS client can access a file created by an NFS client. Blocks written using one protocol
can also be accessed by clients using the other protocol.

For information about NAS file access protocols, see the Data ONTAP File Access and Protocols
Management Guide for 7-Mode.

For information about SAN block access protocols, see the Data ONTAP SAN Administration Guide
for 7-Mode.

Data storage management

Data ONTAP stores data on disks in disk shelves connected to storage systems or uses storage on
third-party storage arrays.

For native storage, Data ONTAP uses RAID-DP or RAID4 groups to provide parity protection. For
third-party storage, Data ONTAP uses RAIDO groups to optimize performance and storage
utilization. The storage arrays provide the parity protection for third-party storage. Data ONTAP
RAID groups are organized into plexes, and plexes are organized into aggregates.

For more information about data storage management, see the Data ONTAP Storage Management
Guide for 7-Mode.
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Data organization management

Data ONTAP organizes the data in user and system files and volumes, optionally in gtrees, and, for
SAN environments, in Logical Unit Numbers (LUNS). Aggregates provide storage to the volumes
that they contain.

For more information about data organization management, see the Data ONTAP Storage
Management Guide for 7-Mode and the Data ONTAP SAN Administration Guide for 7-Mode.

Related concepts

Understanding the root volume on page 71

Data access management
Data ONTAP enables you to manage access to data.

Data ONTAP performs the following operations for data access management:

» Checks file access permissions against file access requests
» Checks write operations against file and disk usage quotas that you set

For more information, see the Data ONTAP File Access and Protocols Management Guide for 7-
Mode.

» Creates Snapshot copies and makes them available so that users can access deleted or overwritten
files

Snapshot copies are read-only copies of the entire file system. For more information, see the Data
ONTAP Data Protection Online Backup and Recovery Guide for 7-Mode.

Data migration management
Data ONTAP enables you to manage data migration in several ways.

You can use the following Data ONTAP functionality to manage data migration:

» Snapshot copies

* Asynchronous mirroring
e Synchronous mirroring
» Backup to tape

* Aggregate copy

* Volume copy

* FlexClone

* ndmpcopy
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Data ONTAP provides a wide range of data protection capabilities, such as aggr copy, MetroCluster,
NDMP, NVFAIL, SnapLock, SnapMirror, SnapRestore, Snapshot copies, SnapVault, SyncMirror,
tape backup and restore, virus scan support, and vol copy.

Feature

Description

aggr copy

This is fast block copy of data stored in aggregates; it enables you to copy blocks
of stored system data from one aggregate to another.

For information about aggregates and aggr copy, see the Data ONTAP Storage
Management Guide for 7-Mode.

MetroCluster

MetroCluster enhances SyncMirror functionality for disaster recovery by
providing continuous volume mirroring over 500-meter to 30-kilometer
distances.

For information about disaster protection using MetroCluster, see the Data
ONTAP High Availability and MetroCluster Configuration Guide for 7-Mode.

NDMP NDMP support enables third-party applications that use NDMP to manage tape
(Network Data | backup operations of system data. The ndmpcopy command carries out NDMP-
Management compliant backups and restores. Security login restricts access to NDMP
Protocol) operations.
For information about NDMP, see the Data ONTAP Data Protection Online
Backup and Recovery Guide for 7-Mode.
NVFAIL The nvfai | option provides protection against data corruption by nonvolatile
RAM (NVRAM) failures.
For information about NVFAIL, see the Data ONTAP Data Protection Online
Backup and Recovery Guide for 7-Mode.
SnapLock SnapLock provides an alternative to traditional optical WORM (write-once-read-
software many) storage systems for nonrewritable data.
For information about SnapLock, see the Data ONTAP Archive and Compliance
Management Guide for 7-Mode.
SnapMirror System-to-system Snapshot mirroring enables you to mirror Snapshot copies on
software one storage system to a partner system. If the original storage system is disabled,

this ensures quick restoration of data from the point of the last Snapshot copy.

For information about SnapMirror, see the Data ONTARP Data Protection Online
Backup and Recovery Guide for 7-Mode.
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Feature

Description

SnapRestore
software

The SnapRestore feature performs fast restoration of backed-up data on request
from Snapshot copies on an entire volume.

For information about SnapRestore, see the Data ONTAP Data Protection Online
Backup and Recovery Guide for 7-Mode.

Snapshot
software

Manual or automatically scheduled multiple backups (or Snapshot copies) of
data using a minimal amount of additional disk space at no performance cost.

For information about how Data ONTAP organizes and manages data, see the
Data ONTAP Storage Management Guide for 7-Mode.

For information about Snapshot copies, see the Data ONTAP Data Protection
Online Backup and Recovery Guide for 7-Mode.

SnapVault
software

SnapVault combines Snapshot schedules and Qtree SnapMirror to provide disk-
based data protection for storage systems.

Using SnapVault, you can periodically replicate selected Snapshot copies from
multiple client systems to a common Snapshot copy on the SnapVault server.
The Snapshot copies on the server become the backups. You decide when to
dump data from the SnapVault server to tape. As a result, you avoid the
bandwidth limitations of tape drives, you restore data faster, and you do not need
to perform full dumps from primary storage, so you do not need to schedule a
backup window.

For information about SnapVault, see the Data ONTAP Data Protection Online
Backup and Recovery Guide for 7-Mode.

Storage
Encryption

Storage Encryption protects your data at rest by storing it encrypted on the disk.
In a standard storage environment, data is written to disk in cleartext format.
This makes the data vulnerable to potential exposure to unauthorized users when
disks removed from a storage system are lost or stolen. Storage Encryption is an
optional feature that you can enable for additional data protection. It is available
on certain supported storage controllers and disk shelves that contain disks with
encryption functionality. It does not require a separate license key. It happens
without a perceptible disk performance decrease or boot time increase. The only
additional hardware required is an external key management server. The self-
encrypting disks in the storage system automatically encrypt the data for storage.
When you enable Storage Encryption, the disks require authentication to access
and decrypt the data. The authentication key is stored securely on an external key
management server that is linked to the storage system.
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Feature

Description

SyncMirror
(high-
availability
configuration
required)

The SyncMirror software performs real-time RAID-level—that is, RAID4 or
RAID-DP (RAID double-parity)—mirroring of data to two separate plexes that
are physically connected to the same storage system controller. If there is an
unrecoverable disk error on one plex, the storage system automatically switches
access to the mirrored plex. Data ONTAP supports RAID4 and RAID-DP only
for disk shelves.

Similarly, SyncMirror can be used for mirroring of third-party storage. In the
case of an unrecoverable error, Data ONTAP automatically switches access to
the mirrored plex on the other storage array. Data ONTAP uses RAIDO for
managing storage on array LUNSs, but the storage arrays provide RAID
protection for third-party storage.

For information about supported RAID levels and plexes, see the Data ONTAP
Storage Management Guide for 7-Mode. For information about SyncMirror, see
the Data ONTAP Data Protection Online Backup and Recovery Guide for 7-
Mode.

Tape backup
and restore

Tape backup dump and restore commands enable you to back up system or
SnapVault Snapshot copies to tape. Because the Snapshot copy, rather than the
active file system, is backed up to tape, the storage system can continue its
normal functions while the tape backup is occurring.

For information about tape backup, see the Data ONTAP Data Protection Tape
Backup and Recovery Guide for 7-Mode.

Virus scan Data ONTAP provides support for third-party scanning software for files
support accessed by CIFS clients.
For information about virus protection for CIFS, see the Data ONTAP Data
Protection Online Backup and Recovery Guide for 7-Mode.
vol copy This is fast block copy of data stored in volumes; it enables you to copy blocks

of stored system data from one volume to another.

For information about volumes and vol copy, see the Data ONTAP Data
Protection Online Backup and Recovery Guide for 7-Mode.

System management
Data ONTAP enables you to manage system activities and resources.

You can use Data ONTAP to perform the following system management tasks:

* Manage network connections
» Manage adapters
e Manage protocols
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« Configure a pair of storage systems into high-availability configuration for failover
» Configure SharedStorage storage systems into a community

* Manage storage and quotas

» Dump data to tape and restore it to the storage system

e Mirror volumes (synchronously and asynchronously)

» Create vFiler units

For information about vFiler units, see the Data ONTAP MultiStore Management Guide for 7-
Mode.

For information about all Data ONTAP commands, see the Data ONTAP Commands. Manual Page
Reference for 7-Mode, Volume 1 and the Data ONTAP Commands: Manual Page Reference for 7-
Mode, Volume 2.

AutoSupport

AutoSupport automatically sends AutoSupport Mail notifications about storage system problems to
technical support and designated recipients.

Related concepts

Managing AutoSupporton page 157
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How to interface with Data ONTAP

You interface with Data ONTAP to administer your storage system.

Methods for administering a storage system

You can use Data ONTAP, the remote management device, Windows, configuration files,
OnCommand System Manager, or the NetApp Manageability SDK software to administer a storage
system.

e Command execution through the storage system’s CLI

The storage system's CLI enables you to execute all Data ONTAP administrative commands,
with the exception of some Windows server administrative commands.

The Data ONTAP command line enables you to enter a maximum of 2,046 characters, and it
supports a maximum number of 255 arguments for a single command.

You can access the storage system’s command line in the following ways:

» A serial terminal connected to the console port of the storage system
« An Ethernet connection to the remote management device in the storage system
» A Telnet session to the storage system

» A remote shell program, such as the UNIX RSH utility (provides access for a limited set of
commands)

» A secure shell application program, such as SSH or OpenSSH for UNIX
e Command execution through the remote management device

The redirection feature of the remote management device enables you to remotely execute all
Data ONTAP administrative commands.

» Command execution through the Windows operating system
You can use Windows commands to perform system administrative tasks related to Windows
network operations. You can also use a secure shell application program, such as PUTTY.
You can execute Windows commands that affect the storage system by using native Windows
administration tools, such as Server Manager and User Manager.

» Configuration file editing
You can edit configuration files to supply information that Data ONTAP needs to perform certain
tasks.
You can access configuration files by mounting the root directory of the storage system on a
UNIX client or by mapping the administrative share (C$) to a drive on a Windows client, and
then editing the file from the client.

Note: For information about how to set up CIFS so that you can use a Windows client to
access files on the storage system, see the Data ONTAP Software Setup Guide for 7-Mode.

*  OnCommand System Manager
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OnCommand System Manager is a web-based graphical management interface that enables you
to manage storage systems and storage objects, such as disks, volumes, and aggregates. For more
information about OnCommand System Manager, see the NetApp Support Site.

NetApp Manageability SDK

The NetApp Manageability SDK software contains resources necessary to develop third-party
applications that monitor and manage storage systems. The NetApp Manageability SDK is
available to all users of the NetApp Support Site for free download. It contains libraries, code
samples, and bindings in Java, C, and Perl for the new ONTAPI programming interface set. A
NetApp storage system simulator that runs on Linux or Solaris and simulates the NetApp storage
system to a very low level is also available as a separate distribution. For more information, see
the NetApp Manageability SDK page.

Related concepts

Managing a storage system remotely on page 189
Default directories in the root volume on page 74
Understanding OnCommand System Manager on page 61

Related information

NetApp Support Site. support.netapp.com
NetApp Manageability SDK: communities.netapp.com/docs/DOC-1152

Methods for administering a Data ONTAP-v storage system

You interface with the Data ONTAP-v administration tool (dvadmin) in order to install, configure,
and manage the Data ONTAP-v storage software.

Because there is no physical serial port on the Data ONTAP-v virtual machine, you connect to both
Data ONTAP-v and Data ONTAP over the network.

There are multiple ways to configure and manage a Data ONTAP-v storage system:

Connect to the Data ONTAP-v virtual machine over the network and use the dvadmin CLI to
manage the virtual machine configuration.

Connect to Data ONTAP over the network and use the storage system CLI or System Manager to
manage the storage system.

See the Data ONTAP Edge Installation and Administration Guide for more information.

Data ONTAP command-line interface

Data ONTAP provides several features to assist you when you enter commands on the command
line.

When using the Data ONTAP command line, be aware of the following general rules:


http://support.netapp.com/
http://communities.netapp.com/docs/DOC-1152
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e If you are entering a command with an element that includes a space, you must enclose that
element in quotation marks, as shown in the following example:
toaster> environment status chassis "‘Power Supply™

e Do not use a # character in the command string.
A # character always means to comment out the rest of the line, so Data ONTAP ignores any
information following the #.

Displaying command history
Data ONTAP enables you to scroll through recently entered commands.

Step

1. Do one of the following:

If you want to... Then...
Scroll back through commands Press the Up arrow key or press Ctrl-p.
Scroll forward through commands Press the Down arrow key or press Ctrl-n.

Using the command-line editor

The command-line editor enables you to position the cursor anywhere in a partially typed command
and insert characters at the cursor position.

Step
1. Use the applicable key combination to move the cursor within the same line and edit the
command:
If you want to... Then press...
Move the cursor right one position Ctrl-f or the Right arrow key
Move the cursor left one position Ctrl-b or the Left arrow key
Move the cursor to the end of the line Ctrl-e
Move the cursor to the beginning of the line Ctrl-a
Delete all characters from the cursor to the end of the line Ctrl-k
Delete the character to the left of the cursor and move the cursor left one Ctrl-h
position
Delete the line Ctrl-u
Delete a word Ctrl-w

Reprint the line Ctrl-r
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If you want to... Then press...

Abort the current command Ctrl-c

How to use online command-line help

You can get command-line syntax help from the command line by entering the name of the
command followed by help or the question mark (?).

The fonts or symbols used in syntax help are as follows:

keyword Specifies the name of a command or an option that must be entered as
shown.

<> (less than, greater Specify that you must replace the variable identified inside the symbols

than symbols) with a value.

| (pipe) Indicates that you must choose one of the elements on either side of the
pipe.

[ 1 (brackets) Indicate that the element inside the brackets is optional.

{ } (braces) Indicate that the element inside the braces is required.

You can also type the question mark at the command line for a list of all the commands that are
available at the current level of administration (administrative or advanced).

The following example shows the result of entering the environment help command at the
storage system command line. The command output displays the syntax help for the environment
commands.

toaster> environment help

Usage: environment status |

[status] [shelf [<adapter>]] |

[status] [shelf_log] |

[status] [shelf_stats] |

[status] [shelf_power_status] |

[status] [chassis [all | list-sensors | Fan | Power | Temp | Power
Supply | RTC Battery | NVRAM4-temperature-7 | NVRAM4-battery-7]]

Related concepts

Data ONTAP commands at different privilege levels on page 25

Data ONTAP commands at different privilege levels

Data ONTAP provides two sets of commands, depending on the privilege level you set. The
administrative level enables you to access commands that are sufficient for managing your storage
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system. The advanced level provides commands for troubleshooting, in addition to all the commands
available at the administrative level.

Attention: Commands accessible only at the advanced level should be used under the guidance of
technical support. Using some advanced commands without consulting technical support might
result in data loss.

How different privilege settings apply to different sessions

Sessions opened through the console, Telnet, and secure shell applications share the same privilege
setting. However, you can set a different privilege level for each RSH invocation.

For example, if you set the privilege level to advanced at the console, the advanced commands also
become available to an administrator who is connected to the storage system using Telnet.

However, if your privilege level at the console is administrative and, through RSH, another
administrator sets the privilege level to advanced, your privilege level at the console remains
unchanged.

Initial privilege level
The initial privilege level for the console and for each RSH session is administrative.

Data ONTAP resets the privilege level to administrative for each RSH session. If a script invokes
multiple RSH connections and you want to execute advanced commands in each connection, you
must set the privilege level accordingly for each RSH session. If you set the privilege level for the
first RSH session only, Data ONTAP fails to execute the advanced commands in the subsequent
RSH sessions, because the privilege level for each subsequent session is reset to administrative.

Setting the privilege level
You set the privilege level to access commands at either the administrative or the advanced level.

Step

1. Enter the following command:
priv set [-q] [admin ]| advanced]
admin sets the privilege level to administrative.
advanced sets the privilege level to advanced.

-q enables quiet mode. It suppresses the warning that normally appears when you set the
privilege level to advanced.

Note: If no argument is given, the default, admin, is applied.

Example

Assuming the name of the storage system is sys1, the storage system prompt is sys1>, as shown
in the following example.
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sysl> priv set advanced

The following message is displayed, followed by the advanced mode storage system prompt.
Warning: These advanced commands are potentially dangerous; use them
only when directed to do so by technical personnel.

sysl*>
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How to access the storage system

You can access the storage system from the console or through a Telnet session, a Remote Shell
connection, or a secure shell client application.

Methods for accessing a storage system

To access the storage system, you only need network connectivity to the storage system and
authentication privileges, and no licenses are required. To store and retrieve data on the storage
system, you must have an NFS or a CIFS license installed.

Methods for administering the system

You can access a storage system to administer it by using a serial console or through a NIC installed
in the storage system.

You can use the following methods:

» Through a console that is attached by a cable to the storage system’s serial port
» Through the Ethernet network interface card (NIC) that is preinstalled in the storage system

The NIC enables you to connect to a TCP/IP network and administer the storage system from a
client that uses the following:

¢ A Telnet session
* A Remote Shell connection
* A web browser

» A secure shell client application, such as SSH, OpenSSH for UNIX hosts, or PUTTY for
Windows hosts

Note: If you use the wrfi le command to redirect input into non-interactive SSH sessions,
the command fails if SSH is configured to automatically send an End-Of-File (EOF) or
used with the option -n.

Controlling the sharing of a console session

A console session can be shared with a Telnet or an SSH-interactive session at the same time, or it
can be a distinct user environment, separate from Telnet and SSH-interactive sessions.

About this task

You use the telnet.distinct.enable option to control whether the console session is shared
with a Telnet or an SSH-interactive session at the same time or the console session is a distinct user
environment separate from Telnet and SSH-interactive sessions. To enhance security, you should
ensure that the option is set to on to keep the console session separate from a Telnet or an SSH-
interactive session.
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The console session is always shared with the remote management device, regardless of the
telnet.distinct.enable option setting.

Step

1. To control the sharing of a console session, enter the following command:
options telnet._distinct._enable [on]off]

Setting the option to on enhances security by keeping the console session separate from a Telnet
or an SSH-interactive session. On storage systems shipped with Data ONTAP 8.0 or later, the
default for this option is on.

Setting the option to off causes the console session to share with a Telnet or an SSH-interactive
session. You cannot set the option to off if a user is currently assigned to the Compliance
Administrators group.

If the telnet.distinct.enable option setting is changed during a Telnet or an SSH-
interactive session, the change does not go into effect until the next Telnet or SSH login.

If you change the option setting after upgrading to Data ONTAP 8.0 or later, the changes are
preserved even if the system reverts back to the previous Data ONTAP version.

Note: You can initiate an SSH-interactive session by opening the session without entering a
command. For example, you would enter the following command:

ssh storage_system -1 root:""
If you enter the following command instead, you would initiate a non-interactive session:

ssh storage_system -1 root:"" command

Related concepts

Options that help maintain security on page 68
Predefined groups on page 103

Predefined roles on page 106

Supported capability types on page 108

Related tasks

Creating users and assigning them to groups on page 99

Rules that apply to console, Telnet, and SSH-interactive sessions

You cannot open both a Telnet and an SSH-interactive session at the same time. However, you can
configure for the console to share a session with a Telnet or an SSH-interactive session.

The following rules apply to console, Telnet, and SSH-interactive sessions.

» Sharing the console session
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If the telnet.distinct.enable option is set to off, the console shares a session with a
Telnet or an SSH-interactive session, and the following rules apply:

» Commands typed at either the console or the Telnet or SSH-interactive session are echoed to
the other location.

e Pressing Ctrl-c aborts the current command regardless of where the command was entered.

» Messages are displayed at both locations.

» Audit-log entries identify all console commands as “console shell,” as shown in the following
example:

Fri Feb 18 12:51:13 GMT [toaster: rc:debug]: root:IN:console shell:df

» Audit-log entries identify all Telnet and SSH-interactive commands as “telnet shell.”

e Ifthe autologout.telnet.enable option is set to on, the autologout program logs the
user out of the Telnet or SSH-interactive session after the number of minutes specified by the
autologout.telnet. timeout option has elapsed.

The timeout counter starts after the Enter or Return key is pressed. For example, if the
autologout.telnet. timeout option is set to 10 minutes, every time you press Enter, the
timeout counter starts counting. If 10 minutes elapse before you press Enter again, the
autologout program logs you out.

* Not sharing the console session

If the telnet.distinct.enable option is on, the console session has a distinct user

environment and the following rules apply:

» Commands that are typed at one location are not echoed to the other location.

» Messages are not displayed at both locations.

« User privileges are not shared among console, Telnet, and SSH-interactive sessions.

¢ Audit-log entries identify all console, Telnet, and SSH-interactive commands as “console
shell.”

» Ifthe autologout.telnet._enable option is set to on, the autologout program logs the
user out of the Telnet or SSH-interactive session after the number of minutes specified by the
autologout.telnet. timeout option has elapsed.

The timeout counter starts after the command is executed.

You can prevent commands from being aborted at the console or through a Telnet or an SSH session
by using the rsh command to initiate commands from an administration host.

The autologout.telnet.enab